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KSA 2022–2023 

The KSA Technical Manual contains general information on the development, scoring, 

and analysis of the KSA assessments. The accompanying Yearbook contains test 

performance results in the form of performance statistics and test measurement 

characteristics to supplement the contents of the technical manual. 
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1. Background 

Over the last 30 years, Kentucky’s assessment program has evolved to such an 

extent that it is now one of the country’s leading assessment programs in preparing 

students for future success. The assessment program has used resources within 

Kentucky and external sources to build a system that measures student achievement 

to both state and national standards. Over the course of its evolution, the Kentucky 

assessment program has included various forms of assessment components, 

including brief constructed responses, essays, performance tasks, and portfolios in 

addition to the conventional multiple-choice items. A major contribution to the 

maintenance of the assessment program has been through various professional 

organizations and stakeholder groups within and outside of the Commonwealth of 

Kentucky. These groups have provided invaluable expertise and feedback on all 

aspects of the assessment program, from test development to score reporting; they 

continue to make significant contributions today. This chapter provides a history of 

the Kentucky assessment program and the contributors who have guided its 

progression. 

1.1. History 

1.1.1. Kentucky Instructional Results Information System (1992–1998) 

The Kentucky Instructional Results Information System (KIRIS)—used in grades 4, 5, 

7, 8, 11, and 12—measured students’ knowledge and their application of knowledge 

through a variety of performance components: essay questions (varying in response 

length), performance tasks, portfolios, and multiple-choice items. KIRIS covered 

Reading, Mathematics, Science, Social Studies, and Writing, as well as 

Arts/Humanities and Practical Living/Vocational Studies. The cornerstone of KIRIS 

was students demonstrating their understanding of concepts by being required to 

provide justifications for the responses they provided. The various test item types 

were administered in three distinct assessment components: a traditional 

assessment (multiple-choice and open-ended items), a performance event 

(performance task involving individual and group problem-solving skills), and a 

portfolio assessment (student-chosen collection of work). Student performance 

within KIRIS was divided into four achievement categories: Novice, Apprentice, 

Proficient, and Distinguished. 

1.1.2. Commonwealth Accountability Testing System (1998–2010) 

Beginning in 1999, the subject areas assessed under KIRIS were carried forward into 

a new assessment program that blended state- and national-level standards testing. 

The Commonwealth Accountability Testing System (CATS) consisted of two types of 

assessments: the Kentucky Core Content Test (KCCT) and the Comprehensive Test 

of Basic Skills, Fifth Edition (CTBS/5). KCCT, the criterion-referenced portion, was 

administered to students in grades 4, 5, 7, 8, 10, 11, and 12. For grades 4, 7, and 

12, students took part in a writing assessment and created writing portfolios of their 

best writings produced over time. Student performance on KCCT was divided into the 

same achievement categories used for KIRIS, but Novice and Apprentice 

performance were further divided into low, medium, and high classifications for 

Reading, Mathematics, Science, and Social Studies. CTBS/5, a nationally norm-

referenced assessment, was administered to students in grades 3, 6, and 9 in 

Reading, Language Arts, and Mathematics. 
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1.1.3. Unbridled Learning (2010–2016) 

In 2009, Kentucky’s General Assembly passed Senate Bill 1 that began a reform 

initiative on the state’s accountability system that included new dimensions of 

student achievement. By 2011, this initiative resulted in the creation of the Unbridled 

Learning Accountability model that incorporated four strategic priorities for 

advancing the achievement of Kentucky students: next-generation learners, next-

generation professionals, next-generation support systems, and next-generation 

schools and districts. The aim of this model was college and career readiness for all 

Kentucky students, which had been defined by the goals put forth by the Partnership 

for Assessment of Readiness for College and Careers (PARCC) national assessment 

consortium. In addition to measures of college and career readiness for Kentucky’s 

next generation learners, the new accountability model factors student achievement 

growth measures and high school graduation rates.  

 

The Unbridled Learning model of accountability covered student achievement on 

• Reading, Mathematics, Science, and Social Studies in elementary and middle 

school grades; 

• writing in elementary, middle school, and high school grades; and  

• end-of-course tests for high school grades.1  

 

The Kentucky Academic Standards (KAS) were adopted to outline the minimum 

content required for all students before graduating from high school. For Reading, 

Mathematics and Writing, the content standards were adopted from the Common 

Core State Standards (CCSS), sponsored by the National Governors Association 

(NGA) and the Council of Chief State School Officers (CCSSO), while the standards 

for Science and Social Studies remained from the previous curriculum standards 

framework. 

 

The Kentucky Performance Rating for Educational Progress (K-PREP) was the 

collection of tests created and administered to assess the KAS. From 2012 to 2017, 

K-PREP was a blend of norm-referenced and criterion-referenced test content that 

provided achievement indices at the state and national levels. The criterion-

referenced test portion of K-PREP was built using test content written specifically for 

Kentucky’s assessment, and student performance was divided into the four 

performance levels used in the previous testing systems: Novice, Apprentice, 

Proficient, and Distinguished. In contrast, the norm-referenced portion consisted of 

test content from the Stanford Achievement Test Series, Tenth Edition (hereafter 

Stanford 10) using existing score norms to report Kentucky student achievement on 

a national scale. Beginning in 2018, Stanford 10 was no longer a component of the 

K-PREP assessments. 

1.1.4. Kentucky’s Transition to ESSA (2017–2021) 

As Kentuckians engaged in the development of a new accountability system under 

the Every Student Succeeds Act of 2015 (ESSA) and Senate Bill 1 (2017), the 

Kentucky Board of Education (KBE) revised its vision and the Kentucky Department 

of Education (KDE) simultaneously engaged in a comprehensive strategic planning 

process designed to bring the department’s work into alignment with ESSA and new 

state laws.  

 
1 Algebra II, English II, Biology, and U.S. History end-of-course exams were implemented in 2011–2012. 
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The following provided coherence with the state’s accountability system: (a) the 

board’s vision that every student is empowered and equipped with the knowledge, 

skills, and dispositions to pursue a successful future; (b) the department’s mission to 

partner with districts (in the accountability regulation, 703 KAR 5:270), schools, and 

education stakeholders to indicate the desire for people to invest themselves in 

students’ futures to provide service, support, and leadership to ensure success for 

every student; and (c) the department’s underlying values of equity, achievement, 

and integrity. 

 

Under ESSA and Senate Bill 1, Kentucky is required to meaningfully differentiate 

between schools through its accountability system to identify schools each year that 

need help in improving overall student outcomes or the outcomes of one or more 

specific group(s) of students. In February 2018, the board approved a new 

accountability system to be implemented beginning with the 2018–2019 school year, 

making the 2017–2018 school year a transition year. 

 

In 2020–2021, Kentucky public school students completed the K-PREP Reading and 

Mathematics assessments annually in grades 3–8 and 10. Other subjects were 

assessed once per grade level, with Science assessed in grades 4, 7, and 11 and 

Writing assessed in grades 5, 8, and 11. 

1.1.5. Kentucky Summative Assessments (2022–Current) 

Starting in spring 2022, Kentucky public school students take the annual summative 

Kentucky Summative Assessments (KSA) to meet federal and state testing 

requirements. KSA replaced the previous K-PREP assessment and were developed by 

Kentucky teachers to align with the KAS in each subject area. KSA are administered 

in Reading and Mathematics in grades 3–8 and 10; Science in grades 4, 7, and 11; 

and Social Studies, On-Demand Writing, and Editing and Mechanics in grades 5, 8, 

and 11. 

 

The KSA assessments are Kentucky’s measure of student proficiency and progress on 

the state content standards that establish goals for what all students should know 

and be able to do in each grade. KSA are administered online, with only a small 

percentage of accommodated students taking them on paper. The assessments go 

beyond multiple-choice items to include extended-response and technology-

enhanced items for students to demonstrate critical thinking and problem-solving 

skills. 

1.2. Organizations and Groups Involved 

Large-scale assessment programs depend heavily on the input of various 

professional organizations and stakeholder groups to maintain the confidence of the 

assessment users in the goals set forth for the assessment program. This next 

section highlights how various groups have contributed to the KSA program. 

1.2.1. Kentucky Department of Education 

KDE is headquartered in Frankfort, KY, and leads the design, implementation, and 

reporting of the accountability model and its components. KDE consists of smaller 

organizations that provide specific guidance to KSA. The Office of Assessment and 

Accountability (OAA) works directly on KSA with intra-office support from the 

Division of Accountability Data and Analysis (data and statistics) and the Division of 

Assessment and Accountability Support (DAAS). In addition, members of the Office 
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of Teaching and Learning provide content support on the KSA tests, reviewing and 

providing feedback on the construction of test forms.  

1.2.2. Kentucky Educators 

Educators play the next most significant role in the design and maintenance of large-

scale assessment programs in the Commonwealth. During the initial development 

stages of an assessment program, educators are solicited to provide input on 

assessment design, including the best methods for assessing content. The role of 

educators in the design and maintenance of an assessment program is based on 

their unique instructional perspective garnered from their classroom experience and 

interaction with students. Each year, Kentucky educators are requested to participate 

in various capacities of test development. For example, as discussed in Chapter 2: 

Test Development, educators participate in item review meetings to review and 

discuss item quality, accuracy, and fairness. For these meetings, educators review 

test items and judge them appropriate for use on future KSA test forms. Here, 

educators directly affect test content, removing items from consideration or 

proposing changes to items to make them more appropriate for testing. 

 

Educators participate in other meetings held throughout the lifecycle of an 

assessment program. During summer 2022, Kentucky educators were assembled 

virtually to recommend performance standards for the KSA Reading, Mathematics, 

Social Studies, and Writing tests, using their expertise to provide input on 

performance level descriptors (PLDs) and cut points for the KSA tests. See Chapter 

5: Performance Standards for more details on these standard setting meetings. 

1.2.3. School Curriculum, Assessment and Accountability Council 

The Governor appoints members to the School Curriculum, Assessment and 

Accountability Council (SCAAC). The committee’s existence was mandated by 

Executive Order 2021-729 and was created to study, audit, review, and make 

recommendations concerning Kentucky’s system of academic standards, assessing 

learning, identifying academic competencies and deficiencies of students, holding 

schools accountable for learning, and assisting schools to improve their performance. 

SCAAC is comprised of 16 voting members and is authorized to request and receive 

data from any state or local government agency in the Commonwealth deemed 

necessary to fulfill the requirements of its mission, including any entity that derives a 

substantial portion of its funding from public sources. 

1.2.4. Kentucky Technical Advisory Committee 

Senate Bill 129 (2021) amended KRS 158.6455 by removing specific language 

around the National Technical Advisory Panel on Assessment and Accountability 

(NTAPAA) and allowing Kentucky to form its own technical advisory committee, 

known as the Kentucky Technical Advisory Committee (KTAC). The purpose of the 

committee is to provide advice and recommendations relating to the development of 

and modification to the assessment and accountability system, development of 

administrative regulations governing the assessment and accountability system, 

setting of standards used in assessment and accountability, and KRS 158.6453, 

158.6455, 158.78, or 158.860. When requested, KTAC and KDE convene, along with 

other organizations (see Section 1.2.5. Contractors), to discuss measurement and/or 

accountability issues as determined by KDE. 
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1.2.5. Contractors 

1.2.5.1. Human Resources Research Organization 

The Human Resources Research Organization (HumRRO), a measurement solutions 

provider based in Louisville, KY, has a long-standing involvement with the Kentucky 

assessment program. HumRRO has conducted several alignment and validation 

studies for presentation to NTAPAA and for state and national conferences. HumRRO 

also provides quality control verification, replicating measurement analyses 

performed by prime contractors of state assessment programs, including Kentucky. 

Chapter 7: Calibration, Equating, and Scoring provides more details regarding 

HumRRO’s involvement in the measurement analyses conducted on KSA by Pearson. 

 

1.2.5.2. Pearson 

Pearson’s U.S. educational assessment division provides a full range of assessment 

and measurement services to states and districts throughout the U.S. As the prime 

contractor for KSA, Pearson works with KDE through its management of project 

schedules and deliverables, communications, and client meetings to develop valid 

and reliable assessments that fairly measure the educational progress of Kentucky 

students. By means of this technical manual and the accompanying documentation, 

Pearson describes all aspects of the development and delivery of KSA, from item 

generation to psychometric analysis to score interpretation. 

 

1.2.5.3. Inclusive Large Scale Standards and Assessment 

The Inclusive Large Scale Standards and Assessment (ILSSA) group is composed of 

staff at the University of Kentucky dedicated to the design and implementation of 

large-scale assessments for students with significant cognitive disabilities. ILSSA has 

been the contract lead for Kentucky’s alternate assessment program since its 

inception in 1990. ILSSA developed a separate Alternate Kentucky Summative 

Assessments (AKSA) technical manual for the AKSA assessment program. 

1.3. Kentucky Summative Assessment Program 

This section provides a brief description of the subject areas and standards assessed 

through KSA. Chapter 2 outlines the test blueprint for each test. 

1.3.1. Reading and Writing 

New standards for Reading and Writing were adopted in 2019 based on Senate Bill 

175 (2019). Development of the KSA Reading and Writing tests based on these 

standards represent a comprehensive view of literacy, incorporating reading, 

composition, and language to ensure that Kentucky students are fully prepared for a 

successful transition to post-secondary education, work, and the community. 

 

The Reading tests are based on the KAS for Reading. Constructed-response items 

are explanatory in nature; students are asked to examine text and convey ideas and 

information to explain their thinking about what they have read. Writing is measured 

by a combination of the On-Demand Writing test and a brief Editing and Mechanics 

test that consists of multiple-choice and constructed-response items. The On-

Demand Writing test is based on the KAS for Composition. Students respond to one 

prompt based on a text set. The Editing and Mechanics test is based on the KAS for 

Language and focuses primarily on Conventions of Standard English, although some 

items ask students to demonstrate knowledge of language and vocabulary use. More 

information on the KAS for English language arts (ELA) can be found on the KDE 

website (ELA). 

https://education.ky.gov/curriculum/conpro/engla/Pages/default.aspx
https://education.ky.gov/curriculum/conpro/engla/Pages/default.aspx
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1.3.2. Mathematics 

The KSA Mathematics tests emphasize the balance between the Standards for 

Mathematical Practices and the Standards for Mathematical Content. The design is 

created to result in assessments that measure students’ abilities to make sense and 

persevere when solving problems, use quantities appropriately, communicate and 

critique mathematical thinking, model with mathematics, strategically use tools, 

attend to precision, and look for and apply structure and patterns to solve problems 

within grade-level content. The Standards for Mathematical Content are a balanced 

combination of conceptual understanding, procedural skills/fluency, and application. 

Additionally, for grades K–8, the percent allocations for content items are based on 

grade-level domains. For high school, the percentage allocations for content items 

are based on conceptual categories (as described in the High School Mathematics 

Matrix Standards by Course). More information on the KAS for Mathematics can be 

found on the KDE website (Math). 

1.3.3. Science 

In 2015, Kentucky adopted a new set of science academic standards that features 

assessable performance expectations of what students should know and be able to do 

with foundations of science and engineering practices, core disciplinary ideas, and 

crosscutting concepts. In spring 2018, new Science assessments were administered in 

grades 4 and 7. In spring 2019, a new Science assessment was administered in grade 

11. In spring 2022, the new Science assessments in grades 4, 7, and 11 were 

administered and reported on the KSA scale. The original cut scores were re-evaluated 

as part of the KSA standard setting conducted in spring 2022 (as described in Chapter 

5: Performance Standards). More information on the KAS for Science can be found on 

the KDE website (Science). 

1.3.4. Social Studies 

All the KAS standards are eligible to be tested for the KSA Social Studies tests. Each 

grade-band assessment administered at grades 5, 8, and 11 consists of each 

discipline strand subdomain (civics, economics, geography, and history) where 50% 

of the items also reflect the inquiry standards. To achieve the target of the blueprint, 

test items may be dual-aligned to the KAS for Social Studies. More information on 

Social Studies can be found on the KDE website (Social Studies). 

  

https://education.ky.gov/AA/Acct/Documents/FINAL%20Mathematics%20Blueprint%2020200806.pdf
https://education.ky.gov/curriculum/conpro/science/Pages/default.aspx
https://education.ky.gov/curriculum/conpro/socstud/Pages/default.aspx
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2. Test Development 

Construction of the KSA test forms is a coordinated effort between KDE and Pearson, 

adhering to guidelines that promote fair and ethical testing practices. The process of 

constructing test forms begins with the development of content, writing and 

reviewing items that assess the content appropriately. Developing content for testing 

is not a simple task and requires detailed specifications, training, and quality control 

procedures. Using the content developed for testing, specialists work together to 

assess the appropriateness of the content, including the use of data to determine the 

statistical quality of the content. This chapter provides a description of the KSA test 

development process, including item development, content and statistical guidelines 

considered, and test form design. 

2.1. Kentucky Academic Standards Alignment 

One emphasis during KSA item and passage development is alignment to the 

Kentucky Academic Standards (KAS). Pearson began the KSA item development 

activities by evaluating items developed to assess KAS by a previous Kentucky state 

assessment contractor. This evaluation was used to create item development plans 

to bolster the item pool such that the KAS could be more fully represented (as 

described in the KSA blueprints). This allowed Pearson to create a robust item pool 

for the KSA assessments that appropriately represents the KAS, using an item bank 

application that maintains the blueprint requirements to guide the content 

development process and promote adequate coverage of the KAS for all future 

administrations of the KSA. 

 

For KSA content development, Pearson designs item writer training materials that 

include references and discussions to the KAS, with key aspects highlighted for 

training purposes. Training on the KAS is essential to address interpretations of the 

standards so that all KSA assessment content is developed to the same guidelines. 

Item writer training material is reviewed and discussed thoroughly between KDE and 

Pearson and approved by KDE prior to item writer training. It is crucial that item 

writer training material is discussed prior to each development cycle for two reasons: 

(a) content development requirements may change year to year; and (b) 

interpretations pertaining to assessing KAS may change, dictated by national 

perspectives. 

 

During item writer training, Pearson presents the KAS and points out key aspects to 

consider when developing content, including specific decomposition of standards into 

concrete domain targets (e.g., point of view and the relationship between texts in 

Reading). The goal of this training is to underscore the breadth of content necessary 

for assessing Kentucky’s students on skills within the KAS framework. Item writers 

are provided with exemplars to guide their content development. 

 

Pearson conducts internal reviews of content submitted by the contracted item 

writers. These initial reviews focus on appropriateness and specificity in assessing 

the KAS. Pearson engages with the item writers to discuss item alignment and 

suggested content revisions as necessary. Pearson has the authority to, and may, 

align items to the KAS differently than what was intended by the item writers. Items 

may be rejected by Pearson due to poor alignment to the KAS. The test content, 

alignments, and reviews by Pearson are prepared for review by KDE.  
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KDE reviews the test content and alignments to KAS for appropriateness. Content 

specialists review each piece of test content and recommend modifications to the 

KAS alignments as necessary. During this review, KDE and Pearson may discuss 

differences in interpretations of the KAS and appropriate solutions for assessing 

Kentucky’s students. Once KDE has reviewed and approved the KAS alignment of 

new test content, Pearson conducts item review workshops with Kentucky educators. 

 

During the item review workshops, participants review each piece of test content for 

its KAS alignment and content appropriateness. Changes to KAS alignments may be 

recommended by the committees, but these recommendations must be presented to 

KDE prior to any changes. KDE and Pearson may discuss recommended changes 

regarding previous decisions in KAS alignment. Changes in KAS alignment from the 

committee review must be consistent within the general scope of KAS alignment. 

Once changes in KAS alignment are applied after committee review and KDE 

approval, KDE reviews the alignment of new test content for accuracy prior to use by 

Pearson in building the test forms. KDE has the final authority on KAS alignment of 

all test content. 

2.2. Item Development 

Pearson developed item content for the KSA Reading, Mathematics, and Writing 

assessments. The goal of item development for these subject areas was to build 

upon item banks for assessing the KAS. 

2.2.1. Item Specifications 

To develop appropriate content for large-scale testing, individuals tasked with 

developing test content (i.e., items and passages) must follow specific guidelines 

that can be general or subject-area specific and give the item writers the parameters 

for creating content appropriate and suitable for assessing achievement. Appendix A 

provides passage specifications for Reading and On-Demand Writing as an example.  

 

General guidelines for item writing include the following: 

• Items must be clearly and concisely written. 

• Items must accurately align to the intended academic standard. 

• Items must be unique in approaches to assessing standards. 

• Items must be grammatically (and/or mathematically) correct. 

• Items should be aligned to Depth of Knowledge (DOK) levels to the extent 

that an adequate range of skill level is represented.  

 

Guidelines of item writing are used to cover the specific aspects of each subject area. 

For example, Reading items must be answerable using the text and inferences from 

the text provided and must be specific to the passage provided when items are 

associated with passages. Multiple-choice answer options for Mathematics items 

should either be in ascending or descending order when containing numerical values. 

Item type and format guidelines are also used to promote consistency and 

appropriateness of items’ presentation, task, and, in the case of multiple-choice 

items, answer options. 

 

The accessibility of items for all intended test takers is also specified through 

guidelines of universal design that include precautions of items’ discriminating based 

on age, gender, ethnicity, disability, socioeconomic status, and English language 

proficiency. 
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All guidelines are presented through training workshops and as documentation for 

use throughout the development of test content. The appendices of this manual 

contain various materials used within the item development process, including 

presentations for workshops and item review checklists, as shown below. The 

materials in these appendices reflect previous years of item development work for 

KSA. The processes highlighted through these materials are the objects of 

importance, rather than the actual years. 

 

• Appendix A. Passage Specifications 

• Appendix B. Mathematics Item Writer Training 

• Appendix C. Social Studies Item Writing Training 

• Appendix D. Item Development Review Criteria Checklist 

• Appendix E. Item and Passage Writer Source Requirements 

• Appendix F. Reading Item Content Review Training 

• Appendix G. Mathematics Item Content Review Training 

• Appendix H. Social Studies Item Content Review Training 

• Appendix I. Item Content Review Checklist 

• Appendix J. Mathematics and ELA Item Bias Review Training 

• Appendix K. Social Studies Item Bias Review Training 

• Appendix L. Item and Passage Bias Review Checklist 

• Appendix M. On-Demand Writing Item Content Review Training 

• Appendix N. On-Demand Writing Content Review Checklist 

• Appendix O. On-Demand Writing Bias Review Checklist 

• Appendix P. On-Demand Writing Scoring Rubrics 

2.2.2. Item Writing 

2.2.2.1. Item Writers/Training 

Subject matter experts from the field of education are recruited to develop KSA test 

content. These individuals enter into an agreement with Pearson that outlines the 

tasks, proposed compensation, and guidelines for submitting completed work. 

Pearson then provides extensive training for writers prior to item development. KSA 

item writer training is provided by subject area, although similar training content is 

stressed in each training session. During training, the content standards and their 

measurement specifications are reviewed in detail. Pearson also discusses policies of 

content security and ownership. Training provides the foundation of best practices 

for item development. 

 

2.2.2.2. Item Authoring 

Once items are submitted by item writers, Pearson executes a process of review and 

editing before the items are included into the item banking applications. Pearson uses 

the Item Content Review Criteria Checklist and Item and Passage Writer Source 

Requirements before accepting items into the item bank. During this phase of item 

development, subject matter experts from Pearson review item metadata (e.g., 

standard/benchmark/objective, answer key, cognitive level) for accuracy, making 

revisions as needed. Items are also reviewed for appropriate, accurate content, and 

proper alignment to project specifications. Art specifications and inclusion of item 

reference objects (e.g., mathematical expressions/equations) are addressed during 

this review as well. 
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2.2.2.3. Quality Control 

Throughout the item development process, quality control is instituted in a variety of 

ways. From the initial review of submitted items, multiple staff from Pearson work 

with and consult over the items. Collaboration on the items includes addressing 

accuracy in metadata, art, and factual information. Factual information, including art, 

presented in items is validated through at least two authoritative sources as 

researched by Pearson. If inaccurate information is found within an item, the correct 

information is provided.  

 

Items go through many stages during the development process, each with a role of 

providing quality control measures. For example, universal design review provides 

checks on bias and sensitivity issues on the item, artwork, and stimuli. Scoring 

rubrics for performance items are also reviewed for what could lead to errors or 

other issues in handscoring. Furthermore, all revisions to items and other test 

content are made through the consultation of staff from Pearson for agreement, 

rather than through a single individual.  

2.2.3. Item Review Committees 

Kentucky educators and other stakeholders take part in the development of KSA test 

content through participation in item content and bias and sensitivity review 

committees. Participants are chosen to be representative of overall demographic 

characteristics. Beyond this, participants can be classified into three general groups: 

teacher, non-teacher educator, and general public. Teachers are individuals who are 

responsible for a classroom. Non-teacher educators have a background in education 

but are not K–12 classroom teachers. These individuals include curriculum 

specialists, administrators, and university instructors. Finally, the general public are 

individuals who are not directly involved with education but who may have been 

previously involved in education (e.g., retired teachers). 

  

2.2.3.1. Content Advisory Committees 

The content advisory committee reviews newly developed items for content, 

alignment to the standards, and appropriateness at the intended grade level. The 

participants work in groups, facilitated by Pearson, to recommend that items are 

accepted for testing, rejected for testing, or conditionally accepted (i.e., acceptance 

with minor modifications to the items). 

 

2.2.3.2. Bias and Sensitivity Review 

In addition to item content reviews, educators/stakeholders review items for fairness 

in all item material (e.g., passages, art) to prevent the use of material that 

discriminates or is offensive to any subgroup of students (e.g., gender, ethnicity, 

disability). From this review, items can be modified to adjust any content that is 

deemed inappropriate or completely removed from consideration.  

2.2.4. Item Editing 

After the various reviews are conducted, Pearson and KDE work together to edit 

items as recommended by the educators and other consultants. Once recommended 

edits have been made, the items are considered available to be field tested (i.e., 

administered to students within a standard testing environment for the purposes of 

collecting item performance data). 
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2.3. Scoring Guides 

For constructed-response items (i.e., short answer and extended-response items), 

scoring guides are required to describe criteria that differentiate item responses by 

the achievable score points. Short answer items are worth two points, while the 

extended-response items are worth four points. A score point of zero can be 

obtained, but only due to some form of non-response (e.g., blank response or off-

topic). Since each constructed-response item presents a different scenario, a unique 

scoring guide is constructed and used for each item. For On-Demand Writing, 

however, one scoring rubric is used for all writing prompts across all grades (see 

Chapter 10: Performance Scoring). 

2.4. Test Form Development 

Developing test forms is a process by which assessment specialists select and 

sequence items that assess subject area content as specified by the test design and 

blueprint documentation. The goal of test form development is to build assessments 

that allow students to demonstrate achievement to content and performance 

standards in a fair and appropriate manner. To accomplish this task, specialists work 

with various forms of specifications that provide parameters for building test forms. 

2.4.1. Test Design and Blueprints 

The test design is the layout of the test in terms of how many items will be 

administered, what types of items will be administered (e.g., multiple choice, short 

answer), and the number of sections a test may be divided into. These and other 

design factors can be considered, allowing assessment specialists to build test forms 

with the design most suitable for the purpose of the assessment.  

 

Test blueprints, on the other hand, mainly provide specifications on content coverage 

—the number of items required per domain (i.e., reporting category). This includes 

how item types are chosen across domains and the number of total points 

associated. In some cases, though, fulfilling the requirements of a test blueprint is 

difficult due to item availability and weighing item selection with other 

considerations, e.g., statistical considerations discussed in the next section. In these 

cases, test developers provide documentation of the specific reasons that 

requirements of the test blueprints cannot be fulfilled.  

 

Table 2.1–Table 2.6 present the test blueprints for each KSA subject-area test. For 

spring 2023, one writing prompt was administered in each grade for the Writing 

tests: opinion (grade 5) and argumentative (grades 8 and 11). In Mathematics, a 

matrix design for operational testing was utilized in order to meet sufficient point 

requirements by domain for reporting in a shortened test form. The distribution of 

domains present in each operational form (four per grade level) varied across the 

four forms. However, the blueprint was met across forms at every grade level to 

provide valid information at the school, district, and state levels.  
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Table 2.1. KSA Reading Test Blueprint 

Grade Domain 

Domain 

Coverage (%) 

Passage Type (% 

of Items) - Literary 

Passage Type (% of 

Items) - Informative 

3 

Key Ideas 30–35 50 50 

Craft and Structure 30–35 50 50 

Integration of Knowledge and Ideas 30–35 50 50 

4 

Key Ideas 30–35 50 50 

Craft and Structure 30–35 50 50 

Integration of Knowledge and Ideas 30–35 50 50 

5 

Key Ideas 30–35 50 50 

Craft and Structure 30–35 50 50 

Integration of Knowledge and Ideas 30–35 50 50 

6 

Key Ideas 30–35 45 55 

Craft and Structure 30–35 45 55 

Integration of Knowledge and Ideas 30–35 45 55 

7 

Key Ideas 30–35 45 55 

Craft and Structure 30–35 45 55 

Integration of Knowledge and Ideas 30–35 45 55 

8 

Key Ideas 30–35 45 55 

Craft and Structure 30–35 45 55 

Integration of Knowledge and Ideas 30–35 45 55 

10 

Key Ideas 30–35 40 60 

Craft and Structure 30–35 40 60 

Integration of Knowledge and Ideas 30–35 40 60 

 

Table 2.2. KSA Mathematics Test Blueprint 

 Target % 

Domain Grade 3 Grade 4 Grade 5 Grade 6 Grade 7 Grade 8 Grade 10 

Operations and Algebraic Thinking 30–35 15–20 15–20 – – – – 

Number and Operations in Base Ten 15–20 25–30 25–30 – – – – 

Number and Operations – Fractions 20–25 25–30 25–30 – – – – 

Measurement and Data  15–20 10–15 10–15 – – – – 

Geometry 10–15 10–15 10–15 – – – – 

Ratios and Proportional Relationships – – – 10–15 20–25 – – 

The Number System – – – 30–35 15–20 – – 

Expressions and Equations – – – 25–30 20–25 25–30 – 

Geometry – – – 15–20 20–25 25–30 25–30 

Statistics and Probability – – – 15–20 20–25 10–15 10–15 

The Number System  – – – – – 10–15 – 

Functions – – – – – 25–30 22–27 

Algebra – – – – – – 22–27 

Number and Quantity – – – – – – 10–15 

Non-Calculator 60–70 60–70 60–70 30–35 30–35 20–25 20–25 
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Table 2.3. KSA Science Test Blueprint (2018-Present) 

 Target (%) 

Domain Grade 4 Grade 7 Grade 11 

Physical Science 30–45 35–50 20–35 

Life Science 20–35 15–30 30–45 

Earth and Space Science 25–40 15–30 20–35 

Engineering Design 5–15 5–15 5–15 

 

Table 2.4. Social Studies Test Blueprint 

 Target (%) 

Domain Grade 5 Grade 8 Grade 11 

Civics 25 25 25 

Economics 25 25 25 

Geography 25 25 25 

History 25 25 25 

 

Table 2.5. KSA On-Demand Writing Test Blueprint 

Grade Mode Domain Coverage (%) 

5 Opinion 100 

8 Argumentative 100 

11 Argumentative 100 

 

Table 2.6. KSA Editing and Mechanics Test Blueprint 

Grade Mode Domain Coverage (%) 

5 
Conventions of Standard English 80 

Knowledge of Language and Vocabulary Acquisition and Use 20 

8 
Conventions of Standard English 80 

Knowledge of Language and Vocabulary Acquisition and Use 20 

11 
Conventions of Standard English 80 

Knowledge of Language and Vocabulary Acquisition and Use 20 

2.4.2. Form Content Alignment 

Pearson uses two content specialists for each new KSA test form developed. The first 

content specialist is responsible for constructing a test form meeting both content 

and statistical requirements, whereas the second content specialist is responsible for 

verifying the content alignment of the test form, providing feedback on the match to 

the test design and blueprint and the accuracy of specified item characteristics (e.g., 

DOK and answer key). The verification of content alignment may result in feedback 

suggesting modifications in the items selected for the test form. These suggestions 

are reviewed and implemented, as necessary, prior to psychometric and KDE review.  

 

During the psychometric review of test forms, the blueprint is reviewed, and 

feedback is provided with suggestions for improving the match to the test blueprint. 

KDE also reviews the test forms for blueprint alignment and requests modifications 

as necessary. 
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2.4.3. Statistical Guidelines 

In addition to content considerations for constructing test forms, statistical 

considerations must be considered as well. Item statistics are discussed in more 

detail in Chapter 6: Item Analyses, but a brief mention of the statistics is appropriate 

here. Statistical guidelines are provided for selecting test items that are fair to all 

students, including representing a variety of difficulty. Specific guidelines include the 

following: 

• Percent correct is between 30% and 85% for multiple-choice items. 

• Item mean score is between 0.60 and 1.70 for short answer items. 

• Item mean score is between 1.20 and 3.40 for extended-response items. 

• The correlation between item score and total score must be at least 0.20. 

 

Consideration of items outside of these parameters is given when there is little to no 

choice for meeting test blueprints. In addition, the interaction between percent 

correct and item-total-score correlation can indicate difficult items that function 

appropriately within the testing population. For example, an item with a 25% correct 

response may have an item-total-score correlation slightly above the criterion of 

0.20.  

 

Other guidelines must also be considered from a statistical perspective. Differential 

item functioning (DIF) refers to items with a difference in performance across 

subgroups. For example, an item showing DIF may indicate that males, overall, were 

more successful on an item than females; or in another case, one ethnicity group 

outperformed another. Although an important index, it is typically cautioned that 

statistical results indicating a presence of DIF should be weighed against actual item 

content. In other words, it is recommended item content is reviewed for bias before 

an item is judged to be truly exhibiting DIF. Because items are reviewed for bias 

during the item development phase prior to obtaining statistical data, it is 

recommended that statistics not become the sole deciding factor in item use given 

previous scrutiny during item development. 

2.4.4. Field Testing 

Part of maintaining the integrity of an assessment program over time is to use new 

items during each assessment cycle. Using new items prevents test content from 

being compromised due to overexposure, which could lead to questions of test 

validity. Item development activities occur during each year of the assessment, or as 

stipulated in work scopes. All newly developed items that pass the item review 

process are field tested or administered to students to obtain low-stakes 

performance data.  

 

For the new KSA assessments, items in Reading, Mathematics, Social Studies, On-

Demand Writing, and Editing and Mechanics were field tested in 2020 and 2021 with 

stand-alone field tests (as opposed to embedded within operational forms). 

Embedding of field test items within operational forms resumed for Spring 2023 

administration. For multiple-choice items, the minimum number of responses per 

field test item can be a few thousand responses. However, for constructed response 

items (i.e., short answer and extended-response items), only 2,500 responses are 

selected and scored for item analysis. The selection of responses is random such that 

all achievable scores are represented for analysis. All item types were field tested as 

needed for maintaining a suitable pool of items for subsequent test form creation.  
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After field testing, student performance is analyzed, and decisions are made 

regarding the future use of the field tested items. In some cases, the statistics of an 

item will lead to item reviews that may deem the item inappropriate for future use. 

Performance data from the field item items are also used during test construction for 

selecting the best available test items. 

2.5. Braille and Large Print Test Materials 

Federal and state laws require accessibility of test materials for all students. Test 

materials must be developed to accommodate the various needs of students within a 

testing population. Visually impaired students participate in the KSA assessment 

program via Braille or large print versions of the test materials. Test forms for these 

students are modified reproductions of the test form constructed for the general 

population. However, it is often the case that some items are not appropriate for 

translation into Braille. In these situations, items are either replaced with items that 

can be translated into Braille or they are simply not counted toward students’ test 

scores who use the Braille form. 

 

KSA items that were not appropriate for Braille were removed from inclusion in the 

Braille students’ test scores, thus reducing the maximum number of test points for 

Braille students. As discussed in Chapter 7: Calibration, Equating, and Scoring, this 

resulted in separate scoring tables between the general and Braille testing 

population. 
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3. Test Administration 

To maintain the standardization of administering a large-scale assessment such as 

KSA, several guidelines must be strictly followed by those involved in the test 

administration process. These guidelines are developed by internal and external 

groups and presented in manuals and through training workshops that stress the 

importance of adhering to these guidelines. For KSA, the Test Administration Manual 

(TAM) is developed in collaboration between KDE and Pearson and outlines 

administration procedures for before, during, and after the test administration. This 

chapter highlights some of the topics presented in the TAM regarding overall test 

administration procedures, including testing dates, student eligibility, and testing 

accommodations. This chapter also discusses other manuals that are published to 

guide the KSA administration. 

3.1. Test Administration Window 

Districts within the Commonwealth of Kentucky begin and end schooling at different 

times of the year. Therefore, the prescribed test administration window for KSA is 

based on a district’s last day of school, although a general test administration 

window is specified. Each district is required to administer KSA within the last 14 

instructional days of its academic calendar. 

 

In the event of natural disasters or other extenuating circumstances that cannot be 

controlled by the school or district, the test administration window may be extended. 

The Department of Education, Office of Assessment and Accountability (OAA) must 

approve all extensions to the testing window. 

3.2. Test Make-Up Procedures 

Students may make-up any portion of the KSA assessment during the 14-day 

administration window or during the four days after the testing window, during which 

test materials are prepared for return shipping. 

3.3. Eligibility Requirements and Exemptions 

All students enrolled in grades 3–8, 10, and 11 are required to take KSA, unless they 

are participating in the Alternate KSA. Participation in the KSA test administration 

includes the following: 

• Students with disabilities 

• Students who are retained 

• Students who moved during testing 

• Students experiencing a minor medical emergency 

• English learners (ELs) who are, at least, in their second year of attending a 

U.S. school.2 

 

Students who do not participate in KSA include the following: 

• Students participating in the Alternate KSA 

• Students expelled and not receiving academic services 

• Foreign exchange students 

• Students medically unable to take the assessment 

• Students who moved out of the Kentucky public school system during the 

testing window  

 
2 ELs in their first year must participate in KSA Mathematics where tested at their grade. 
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Students may be exempt from KSA based on factors not mentioned above. A medical 

exemption, for example, can be filed for extenuating medical circumstances. 

Appendix A of the Yearbook contains a table of participation rates for each grade-

level and subject-area test. 

3.4. Accommodations 

Testing accommodations are modifications to the testing environment that allow 

students with special needs to participate in the test administration and demonstrate 

content achievement. Accommodations used for the test administration are often 

used during instruction as well, as these accommodations are typically specified in 

student-specific academic records such as an Individualized Education Program (IEP) 

or 504 Plan. Accommodations and their acceptable use are clearly defined in the 

manuals published for KSA test administration. Below is a list of the accommodations 

used on KSA: 

• Use of assistive technology 

• Manipulatives 

• Reader 

• Scribe 

• Hand-held calculator (only students that receive specific accommodations can 

use a hand-held calculator) 

• Extended time 

• Reinforcement and behavioral modification strategies 

• Interpreters for students with deafness or hearing impairment (signing) 

• Oral native language support for ELs 

• Bilingual/English dictionary 

3.5. Test Administration Procedures 

Administering a large-scale assessment requires coordination, detailed specifications, 

and proper training. Along with this, several individuals are involved in the 

administration process, from those handling the test materials to those administering 

the tests. Without the proper training and coordination of these individuals, the 

standardization of the administration could be compromised. KDE works with 

Pearson to develop and provide the training and documentation necessary for KSA to 

be administered under standardized conditions throughout all testing environments. 

3.5.1. District Assessment Coordinators 

Training for KSA test administration is provided to District Assessment Coordinators 

(DACs) by the Division of Assessment and Accountability Support (DAAS). This 

training emphasizes the roles and responsibilities of the DACs and Building 

Assessment Coordinators (BACs) for before, during, and after test administration. 

The DACs are responsible for all aspects of the KSA test administration, including 

providing test materials and training to the BACs. The DACs also serve as the point 

of contact for Pearson in the case of issues with online testing or accommodated test 

materials (e.g., accommodated test materials ordering). 

3.5.2. Grade-Level Scripts 

The grade-level scripts include explicit directions and scripts to be read aloud to 

students by test administrators and/or proctors. 
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3.5.3. Test Administration Manual 

The TAM provides test administrators guidelines on preparing online testing 

environments and the assembly of accommodated test materials for returning to the 

BACs. Given its content and purpose, the TAM further promotes the standardization 

of KSA test administration. The assessment coordinators are instructed to read the 

TAM in preparation for the KSA test administration. 

3.6. Test Security 

The high-stakes nature of the KSA assessment necessitates the need for test security 

measures to protect the program’s integrity. Policies for KSA test security are 

outlined in the TAM, and all individuals participating in the KSA test administration 

must adhere to these policies. Adhering to test security policies includes reporting 

any suspicions of security breaches immediately to the appropriate authority, as 

outlined in the TAM. KDE investigates all allegations of test security breaches.  

 

Receipt and shipping of test materials are handled by DACs using tracking sheets 

provided by Pearson. The TAM provides detailed specifications on inventorying test 

materials upon arrival and prior to return shipping to Pearson. It is critical that the 

procedures for shipping are followed to protect the tests from unauthorized 

exposure.  

 

All administrators/proctors are required to certify their knowledge of and adherence 

to the policies and guidelines of the KSA test administration. The Appropriate 

Assessment Practices Certification Form certifies that the administrators/proctors 

have read and understand what is and is not allowed when participating in the KSA 

test administration. 
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4. Reports 

Multiple reports are used to document student performance on the KSA assessments, 

presenting different levels of summary information and targeting different audiences. 

This chapter discusses the various KSA score reports, including specific pieces of 

information and general cautions on using the reports. Sample score reports are 

provided in Appendix B of the Yearbook. 

4.1. Description of Scores 

4.1.1. Scaled Score 

Scaled scores are derived scores from a statistical transformation of the raw scores, 

representing a metric that is consistent across test forms and allowing for 

comparisons across test administrations within a subject and grade. As discussed in 

more detail in Chapter 7: Calibration, Equating, and Scoring, scaled scores are used 

to identify the proximity of test performance to established criteria (e.g., passing the 

test). For KSA, the range of scaled scores is set to 400–600 for each test.  

4.1.2. Student Performance Level 

Student achievement on KSA is defined by performance levels within a classification 

system of achievement from low proficiency to high proficiency. The KSA has four 

levels of achievement: Novice, Apprentice, Proficient, and Distinguished. These labels 

are accompanied by performance level descriptors (PLDs) that define the knowledge 

and skills typical in each level. Performance level summaries are included on the KSA 

score reports at all levels of reporting (i.e., student, school, district, and state), 

although the PLD is only included on the ISR as it provides a description of individual 

student achievement. Chapter 5: Performance Standards discusses the performance 

level designations and PLDs, and Chapter 7: Calibration, Equating, and Scoring 

discusses the alignment of scaled scores to the performance levels.  

4.2. Description of Reports 

4.2.1. Individual Student Report 

The Individual Student Report (ISR) provides test score information at the student 

level for each subject-area test assessed. Scaled scores are reported along with the 

designated performance level (Novice, Apprentice, Proficient, or Distinguished). The 

performance levels are accompanied with the appropriate PLD that describes the 

knowledge and skills typically achieved for that performance level. The student’s 

scaled score is also shown against the average scaled score at the school, district, 

and state level. For Writing, the scaled score is reported with the corresponding 

performance level and PLD. Like the scaled score for the other subject tests, this 

score is shown against the mean score at the school, district, and state levels. 

Additional statements are included as suggestions for continued achievement in each 

subject area assessed.  

4.2.2. School Listing Report 

The School Listing report provides a list of all students within a particular school 

along with their scaled scores and performance levels. This report is created by 

grade and varies due to the different subject areas assessed within each grade. The 

school listing report also identifies the students who used test accommodations.  
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4.2.3. Kentucky Performance Report 

The School, District, and State Summary reports provide test score summary 

information at these three levels of score reporting, providing information for 

educators and administrators to compare student achievement at various levels. 

 

The School Summary report provides a summary of test performance for all students 

within a school for a particular subject area and grade, along with summary 

information at the district and state levels for comparison. This report provides the 

percentage of students in each performance level along with the percentages at the 

district and state levels. The school summary report also provides percentages of the 

school’s students that fall above and below the mean scores from the school, district, 

and state levels. 

 

The District Summary report provides the same information as the School Summary 

report but aggregated by school. In other words, the summary information is 

presented for each school within a particular district. The State Summary report 

provides achievement summary information by district. 

4.3. Appropriate Uses for Scores and Reports 

The test forms constructed for KSA cover a sampling of curriculum content as 

specified through the test blueprints; the tests do not assess all possible content on 

one test form. The content is also assessed through a limited range of item types. 

Furthermore, the KSA assessments are administered once during the academic year, 

providing a snapshot of student achievement at a designated point of instruction. 

Given these limitations of assessment, test scores should only be interpreted and 

used in the context from which they are obtained. In other words, KSA test scores 

should be used to describe student achievement on the content assessed (i.e., grade 

level) and not used to generalize achievement beyond the test. Academic placement 

decisions and promotions should also not be based solely on KSA test scores but 

should include other indicators of achievement. 

 

For example, the ISR communicates an individual student’s test scores and 

interpretations of achievement based on those scores. The types of score information 

presented on an ISR depend on the grade level of the student. The ISR provides a 

snapshot of achievement and explains the meaning of each piece of information 

provided, providing valuable information to students and parents. It is important that 

users of these reports do not extend the score information beyond the 

interpretations provided. 

 

Test scores are also summarized in the summary reports at the school, district, and 

state levels, providing valuable achievement information to educators and 

administrators. These reports are useful for evaluating curriculum and instruction 

and delineating areas at a group level where progress in achievement may be 

necessary. 

4.4. Cautions for Score Interpretations and Use 

KSA test results can be interpreted in many ways and used to make inferences about 

a student, educational program, school, or district. These results must be used 

appropriately to prevent inaccurate interpretations. 
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4.4.1. Understanding Measurement Error 

When interpreting test scores, it is important to remember that test scores always 

contain measurement error. For example, test scores are expected to vary if the 

same student tested multiple times using equivalent test forms due to fluctuations in 

a student’s mood or energy level or the items and tasks presented on a particular 

test form. Because measurement error can vary, they can cancel out when scores 

are aggregated across students. Chapter 8: Reliability provides information on 

evidence gathered that indicates that measurement error on the KSA assessments is 

within an acceptable range.  

4.4.2. Interpreting Scores at Extreme Ends of the Distribution 

Test scores at the extreme ends of the score range should be interpreted with 

caution. A perfect score does not indicate that a perfect score would be obtained if 

the test were longer. In addition, because test scores are expected to change with 

multiple testing attempts, students with high scores on one test may achieve lower 

scores the next time they test. Similarly, students with low scores on one test may 

achieve higher scores the next time they test. This is due to the regression to the 

mean phenomenon. Changes in a student’s test score over multiple testing events 

may be due to regression toward the mean rather than differences in achievement. 

Scores at the extreme ends of the score range must be viewed cautiously and not 

interpreted beyond the context from which they occur. 

4.4.3. Limitations When Comparing Scaled Scores at Reporting Group Levels 

Test scores of demographic or program groups can be compared within a subject-

area and grade-level test to see which group has the highest (and lowest) average 

performance. The mean scaled score provides a convenient representation of where 

the center of a set of scores lies, but it does not provide all information regarding the 

score distribution. Two groups with similar mean scaled scores can have different 

score distributions. Therefore, conclusions about the overall distributions cannot be 

made when viewing group mean test scores. 

4.4.4. Inappropriateness of Comparing Scaled Scores Between Content Tests 

Test scores between subject-area tests are not on the same scale and should 

therefore not be compared. As discussed in Chapter 7: Calibration, Equating, and 

Scoring, test scores within a particular subject-area and grade-level test are placed 

on the same scale such that scores can be compared across test administrations.3 

The constructs (traits) measured across subject-area tests vary to the extent that 

the scores cannot be used interchangeably for comparisons. 

4.4.5. Program Evaluation 

Test scores can be a valuable tool for evaluating programs, but any achievement test 

can give only one part of the picture. As addressed in Standard 13.9 in the 

Standards for Educational and Psychological Testing, “In evaluation or accountability 

settings, test results should be used in conjunction with information from other 

sources when the use of the additional information contributes to the validity of the 

overall interpretation” (AERA et al., 2014, p. 213). KSA does not measure every 

factor that contributes to the success or failure of a program. Test scores, therefore, 

should be considered as only one component of an evaluation system.  

 
3 For 2023, equating for KSA applies to all subject areas that were tested. 
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5. Performance Standards 

Descriptions of student performance are used to help enhance the reporting of 

student scores beyond an overall reported score and references to other students or 

groups of students. Performance levels and descriptions of performance divide the 

test scores into meaningful categories and align to performance ranging from low to 

high. For Kentucky, these categories are called Novice, Apprentice, Proficient, and 

Distinguished. PLDs accompany these labels to describe typical performance of 

students within each group.  

 

This chapter describes the development of the PLDs for the KSA and the standard 

setting that took place in July 2022 to set the KSA cut scores to distinguish 

performance among the four performance levels. In addition, the KSA standard 

validation process that took place in June 2023 to review the current cut scores for 

the KSA in Mathematics, Reading, Social Studies, and Writing is summarized in this 

chapter. A separate comprehensive report provides full details of this process, 

including descriptive information about the panelists involved. 

5.1. Performance Level Descriptors 

In spring 2022, a draft set of PLDs representing an increasing set of expectations 

across the Kentucky performance levels were created by KDE content staff and 

consultants with support from Pearson content specialists. The final approved KSA 

PLDs are located online at KDE website (PLDs). In July 2022, Kentucky educators 

were convened to operationalize the PLDs through standard setting, a process of 

determining test score thresholds, or cut points, to divide the test scores into the 

four performance level groups. 

5.2. Standard Setting Process for KSA 

From July 25–29, 2022, after the first operational KSA administration, a standard 

setting committee meeting was conducted to provide cut score recommendations for 

the Kentucky summative assessments for Mathematics, Reading, Social Studies, 

Writing, On-Demand Writing, and Editing and Mechanics. Science standards were set 

originally in 2018 and 2019. At these same July meetings, a validation of the Science 

cut scores within the KSA framework was also carried out by Kentucky educators. 

 

A total of 26 committees were convened, one for each subject-area and grade-level 

assessment. The committees were comprised of teachers and non-teacher educators, 

with some panelists participating in multiple committees. Panelists were selected to 

provide content and grade-level expertise and be representative of the state 

teaching population, including geographic region, gender, ethnicity, educational 

experience, community size, and community socioeconomic status.  

 

The bookmark standard setting method was used (Lewis et al., 1996; Mitzel et al., 

2001) to recommend the performance level cut scores for each assessment (i.e., the 

Apprentice, Proficient, and Distinguished cut). This is a content- and item-based 

method that leads panelists through a standardized process through which they 

consider student expectations, as defined by the PLDs, and the individual items that 

could be administered to students to recommend cut scores for each performance 

level.   

https://education.ky.gov/AA/Assessments/Pages/KentuckySummativeAssessment-.aspx
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The key material used by the committee was a set of test items arranged in order of 

difficulty. Panelists identified and discussed the knowledge, skills, and abilities 

required to respond to the test items and divided the items into two groups: (a) 

items that a student who is minimally qualified for a performance level would likely 

answer correctly; and (b) items too difficult for students at that same performance 

level. This process was repeated for each performance level cut score in each subject 

area and grade. 

 

The process started with panelists reviewing the design of the specific assessment 

and experiencing the different item types. Based on their experience with the test 

items, a review of the draft PLDs followed where panelists created borderline 

descriptions. During this process, committees modified the PLDs to create descriptors 

of the knowledge, skills, and abilities that students with performance at the 

borderline of the performance level (i.e., students who just barely enter a 

performance level) would be expected to demonstrate.  

 

Panelists then completed rounds of judgments, reviewing and discussing judgment 

feedback between rounds. During this process, panelists reviewed items in the 

ordered item set regarding a performance level and answered the judgment 

question, “Would a student with performance at the borderline of the performance 

level likely get the item correct?”  

 

For the purposes of the standard setting, “likely” was defined as two out of three 

students at the borderline of the performance level. The cut score recommendation 

for the performance level was determined as the last item that the borderline student 

would be expected to answer correctly. This process was repeated for each 

performance level. The standard setting committees for Mathematics, Reading, Social 

Studies, Editing and Mechanics, and On-Demand Writing completed three judgment 

rounds. Each recommended cut score from the standard setting committee was the 

median of the recommendations from the individual panelists in the committee.  

 

For Science, the panelists completed two rounds of judgments. As part of the 

feedback from Round 1, the panelists were provided the items in the ordered item set 

that were associated with the current performance level cuts scores along with a 

reasonable range for each performance level. During Round 2, based on their 

recommended performance level cut scores and the current performance level, the 

panelists stated whether they would validate the current cut score or recommend new 

cut scores. If at least half of the panelists recommended retaining the current 

performance level cut score, the recommendation was to use the current cut scores, 

otherwise the recommendation was to use the new cut score recommendations. This 

judgment was made for each individual performance level. 

 

In addition to separate Editing and Mechanics and On-Demand Writing performance 

level recommendations, an overall Writing performance level determination was also 

needed based on the combination of Editing and Mechanics and On-Demand Writing. 

Panelists recommended the general rules for determining the overall Writing 

performance levels for all grades. It was noted that On-Demand Writing performance 

should be weighted more than the Editing and Mechanics performance.  

 

Further, if the Editing and Mechanics performance level is the same or one level 

different from the On-Demand Writing performance level, the Writing performance 

level should be the same as the On-Demand Writing performance level. Lastly, if the 
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Editing and Mechanics performance level is two levels or greater different from the 

On-Demand Writing performance level, the overall Writing performance level would 

be one performance level different from the On-Demand Writing performance level in 

the same direction as the Editing and Mechanics performance level. 

 

After the standard setting committee finished, a vertical articulation committee 

composed of panelists from the standard setting committees convened to consider 

the recommended cut scores for each assessment. The articulation committee 

considered the recommended cut scores, the impact on Kentucky students, and the 

patterns of the performance standards across grades before adjusting the cut scores 

as needed to promote articulation and consistency across the assessment program. 
 

To create a common point of reference across the assessments, cut scores and 

measures of student achievement on all KSA assessments are translated to a scale 

that ranges from 400 to 600 points. The scaled scores for the performance level cut 

scores (i.e., the Apprentice, Proficient, and Distinguished cuts) were determined 

using a common scaling slope for all subject areas except On-Demand Writing, as 

described in Chapter 7: Calibration, Equating, and Scoring. 
 

KDE reviewed the recommendations from the standard setting panels after 

articulation for reasonableness within a policy perspective to determine if any 

additional adjustments were warranted. Final cuts were presented to Commissioner 

Jason Glass on August 4, 2022, where he reviewed and approved them. Participation 

rates for the standard setting meeting for some panels was low enough that a 

recommendation of a standards validation meeting be carried out in spring 2023, 

which was also supported by the Commissioner.  

 

Table 5.1 presents details of the current cut scores, including references to the 

underlying theta scales for each respective grade and subject area in addition to the 

transformed KSA scaled score values (described in Chapter 7). Performance data 

(i.e., impact data) provided to panelists and KDE at the time of the standard setting 

are also included for each performance level. Table 5.2 represents the current rules 

for deriving overall Writing performance indicators. 

 

Table 5.1. Final Cut Scores and Impact Data 

Subject Grade 
Theta Cuts Scaled Score Cuts Final Impact Data 

N-A A-P P-D N-A A-P P-D N A P D 

Reading 

3 -0.5891 0.1892 1.0742 500 513 528 28% 27% 27% 18% 

4 -0.3950 0.3841 1.2615 503 516 531 28% 25% 29% 18% 

5 -0.1847 0.7292 1.6826 507 522 538 27% 27% 28% 18% 

6 -0.3442 0.4746 1.3341 504 518 532 26% 29% 30% 15% 

7 -0.5546 0.0919 0.9348 501 512 526 29% 25% 29% 17% 

8 -0.3741 0.3271 1.0785 504 515 528 28% 28% 28% 16% 

10 -0.5286 0.1987 1.1255 501 513 529 29% 26% 28% 17% 
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Subject Grade 
Theta Cuts Scaled Score Cuts Final Impact Data 

N-A A-P P-D N-A A-P P-D N A P D 

Mathematics 

3 -0.2926 0.6838 1.9209 505 521 542 30% 32% 28% 10% 

4 -0.1984 0.6893 1.9941 507 521 543 31% 30% 30% 9% 

5 -0.6449 0.3230 1.6406 499 515 537 30% 32% 28% 10% 

6 -0.9178 -0.1552 0.9485 495 507 526 30% 32% 28% 10% 

7 -0.8682 -0.2962 0.7121 496 505 522 31% 30% 29% 10% 

8 -0.8917 -0.3103 0.8629 495 505 524 35% 26% 29% 10% 

10 -0.9654 -0.3707 0.6498 494 504 521 30% 32% 28% 10% 

Science 

4 -0.8878 0.2775 1.2302 495 515 531 16% 55% 13% 16% 

7 -1.0819 -0.0138 1.1226 492 510 529 35% 45% 18% 2% 

11 -1.0422 0.1515 1.3864 493 513 533 41% 44% 14% 1% 

Social 
Studies 

5 -0.3812 0.3316 1.2264 504 516 530 32% 29% 26% 13% 

8 -0.4339 0.2141 1.1015 503 514 528 36% 27% 25% 12% 

11 -0.5108 0.2409 1.0571 501 514 528 36% 28% 24% 12% 

Editing and 
Mechanics 

5 -0.1041 0.7086 1.4513 508 522 534 20% 32% 28% 20% 

8 -0.3897 0.3925 1.3579 504 517 533 21% 30% 33% 16% 

11 -0.3448 0.6818 1.7087 504 521 538 22% 31% 30% 17% 

On-Demand 
Writing 

5 -4.8047 0.3950 3.2464 486 512 526 19% 40% 35% 6% 

8 -6.6816 -2.1289 4.4445 477 499 532 19% 39% 36% 6% 

11 -7.9679 -0.9581 5.4224 470 505 537 20% 37% 36% 7% 

Note. N = Novice, A = Apprentice, P = Proficient, D = Distinguished 

 

Table 5.2. Overall Writing Performance Level Profiles 

Subject 
Performance 

Level 

On-Demand Writing 

Novice Apprentice Proficient Distinguished 

Editing & 

Mechanics 

Distinguished Apprentice Proficient Proficient Distinguished 

Proficient Apprentice Apprentice Proficient Distinguished 

Apprentice Novice Apprentice Proficient Proficient 

Novice Novice Apprentice Apprentice Proficient 

 

5.3. Standards Validation Process for KSA 

Because of challenges around the recruitment and retention of subject-matter 

experts at the 2022 standard setting meeting, KDE determined that a standards 

validation process would be appropriate in 2023. The purpose of the standards 

validation process was to allow panelists the opportunity to review the performance 

level cut scores and either confirm that they were appropriate or determine what 

adjustments would be appropriate for the current cut scores. 

 

Pearson, in collaboration with KDE and with the assistance of ACS Ventures, LLC, 

recruited a team of Kentucky educators to review and evaluate the current cut scores 

and determine if any would need to be updated. Committees of Kentucky educators 

were identified to complete a review of the current scores using policies and 

procedures that were consistent with the practices followed in 2022 with slight 

modifications to reflect the nature of the standards validation aspect of the work. 
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From June 5–8, 2023, a series of standard validation committee meetings were 

conducted to review and recommend whether any changes were appropriate to the 

current cut scores for the Kentucky summative assessments for Mathematics, 

Reading, Social Studies, On-Demand Writing, and Editing and Mechanics. 

 

There were 23 committees that reviewed the set of current cut scores for each 

assessment. The committees were comprised of teachers and non-teacher 

educators; some panelists participated in multiple committees. Panelists were 

selected for the standards validation committee to provide content and grade-level 

expertise and be representative of the state teaching population, including 

geographic region, gender, ethnicity, educational experience, community size, and 

community socioeconomic status. Extraordinary efforts were introduced to bring as 

many Kentucky educators into the standards validation process as possible. Many of 

the committees had ten or more panelists (8 of the 23 committees) engage in the 

process, while the smallest number committees were comprised of six panelists (4 of 

the 23 committees). 

 

The validation process closely mirrored the bookmark method that was used for the 

standard setting meeting in 2022 (Lewis et al., 1996; Mitzel et al., 2001; Schultz & 

Mitzel, 2009). In 2023, the bookmark procedures were modified slightly in 

comparison to the procedures followed in 2022. The primary differences in 

procedures included: 

 

• Two rounds of ratings were completed, in contrast to the three rounds of 

ratings completed in 2022. 

• Panelists were informed of the location of the current cut scores. Items within 

a reasonable band around each cut score were also identified for the 

panelists. Items around the current cut score, referenced as a performance 

level error band, were within ½ of a conditional standard error of 

measurement (CSEM) and considered to represent item difficulties that were 

generally consistent with the current cut scores.4 These item clusters around 

the current cut scores are collectively referenced as an error band. 

 

All committees met virtually and accessed materials using the Pearson Standard 

Setting website, which provides secure transmission of the data and information 

necessary to complete all tasks. The process started with a general orientation 

session, with the lead facilitator providing a brief overview of the goals and purpose 

of the meeting, along with the reason behind the need for a standards validation 

activity. A representative from KDE also reviewed the task being presented to the 

panelists and summarized the activities completed.  

 

Panelists were then split into breakout rooms, one for each grade/subject area, 

reviewing the design of the specific assessment and experiencing the different item 

types. After reviewing the current test, panelists completed a review of the 

borderline PLDs developed in 2022 with the facilitator leading a discussion of the key 

aspects of the borderline PLDs and the knowledge and skills defined at each 

performance level.  

 

Panelists then completed two rounds of judgments, reviewing and discussing 

judgment feedbacks between rounds. During this process, panelists reviewed items 

 
4 For the On Demand Writing, pages within 1 CSEM were identified and considered to be consistent with 
the current cut score recommendations.   
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in the ordered item set regarding a performance level and answered the judgment 

question, “Would a student with performance at the borderline of the performance 

level likely get the item correct?” 

 

For the purposes of the standards validation, “likely” was defined as two out of three 

students at the borderline of the performance level. The cut score recommendation 

for the performance level was determined as the last item that the borderline 

student would be expected to answer correctly. This process was repeated for each 

performance level. 

 

After the first round of judgments, all panelists’ ratings were summarized, with the 

median value considered to be the cut score from the committee. Panelist were 

provided a series of feedback data and information to help facilitate their review and 

discussion before completing their second round of ratings. The feedback provided to 

panelists included: 

 

• the overall median recommendation, along with the minimum and maximum 

recommendations received across all panelists; 

• information on the range and distribution of individual panelist 

recommendations to allow each panelist to see how their recommendation 

compared to other members of the committee; and 

• impact data, or the percent of students classified into each of the four 

performance categories using the committees’ cut score recommendations. 

  

The facilitator led a discussion of the cut score recommendations with the panel, 

after providing all feedback to the committee. The discussion included a review of 

specific items that were centered around each of the cut score recommendations, the 

rational of panelist for the placement of their cut scores, and a discussion of the 

impact data and whether the panelists felt that the impact was consistent with their 

expectations for student performance. 

 

Once cut scores were identified, the cut score recommendations from the 2023 

meeting were compared to the currently implemented cut scores defined in 2022, 

presented in Table 5.1. The performance level error bands described earlier in this 

section (error bands were defined as plus or minus ½ of a CSEM from the current cut 

score) were used to determine if the new cut score recommendations were within a 

reasonable range of scores around the current cut scores. The results of the 

comparison are shown within Table 5.3. As can be seen in the tables, in all instances 

but one, the updated cut score recommendations were consistent with the cut scores 

established in 2022. For the Mathematics Grade 4 Distinguished cut score, the 

current cut score resides at page 52 in the ordered item set, with the error bands 

ranging from pages 50 to 54. The cut score recommendation from the 2023 

standards validation was set at page 49, just below the error band.5 

 

 

 
5 The detailed results from each panel can be found in the Standards Validation Executive Summary 
document. 
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Table 5.3. Consistency of 2023 Cut Score Recommendations with 2022 Cut 

Scores 

Subject Grade 
Within error band 

N-A A-P P-D 

Reading 

3 Yes Yes Yes 

4 Yes Yes Yes 

5 Yes Yes Yes 

6 Yes Yes Yes 

7 Yes Yes Yes 

8 Yes Yes Yes 

10 Yes Yes Yes 

Mathematics 

3 Yes Yes Yes 

4 Yes Yes Lower 

5 Yes Yes Yes 

6 Yes Yes Yes 

7 Yes Yes Yes 

8 Yes Yes Yes 

10 Yes Yes Yes 

Social 
Studies 

5 Yes Yes Yes 

8 Yes Yes Yes 

11 Yes Yes Yes 

Editing and 

Mechanics 

5 Yes Yes Yes 

8 Yes Yes Yes 

11 Yes Yes Yes 

On-Demand 
Writing 

5 Yes Yes Yes 

8 Yes Yes Yes 

11 Yes Yes Yes 

Note. N = Novice, A = Apprentice, P = Proficient, D = Distinguished 

 

Due to the overall consistency with the current cut scores, it was determined during 

the standards validation meeting that a vertical articulation process was no longer 

appropriate for any of the subject areas. Panelists who had been selected were 

informed that the vertical articulation was cancelled, and they were not required to 

attend the workshop for that given day. Because of the very high consistency with 

the current cut scores identified in 2022, KDE determined that the current cut scores 

would continue to be used for all KSAs without any adjustments. 
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6. Item Analyses 

Item statistics are crucial for maintaining the integrity of an assessment program, 

primarily to help test developers construct test forms that provide appropriate 

information about student achievement. More specifically, item statistics are used to 

select test items that are appropriate in difficulty, differentiate between students who 

have and who not mastered the content, and are fair to all students. As mentioned in 

Section 2.4.3, several statistical indices are used to judge the appropriateness of 

using items on a test form. This chapter discusses the statistical indices used in 

judging the quality of items for the KSA assessments. 

6.1. Item Mean Scores 

Item difficulty denotes how successful students, as a group, are on items. For 

multiple-choice items, the p-value is used to define the proportion of students who 

answered an item correctly. Although the p-value is commonly represented as a 

proportion, it is often referred to as a “percent.” As an example, an item with a p-

value of 0.55 indicates that 55% of students who responded to that item answered it 

correctly. This index can also be thought of as the average item score when 

considering that a correct response is symbolized as ‘1’ and an incorrect response is 

symbolized as ‘0’. For constructed-response items, the average item score across a 

group of students provides the same information of item difficulty. For example, an 

item with a maximum score of 4 points may have a mean value of 2.13, which is the 

average item score from all students that attempted that item. In this case, students 

could obtain scores of 0, 1, 2, 3, or 4 depending on the alignment between the item 

response and scoring criteria used for these items. 

 

Appendix C of the Yearbook presents item difficulties from the KSA assessments. To 

cover the range of students’ skill level, test items should range from easy to difficult 

with a concentration toward the middle of the continuum. The Yearbook includes the 

single-point item difficulties by p-value ranges, including the average p-value for all 

items, for each grade and subject area. The Yearbook also contains summaries of 

item difficulty for the multi-points items.  

6.2. Item-Test Score Correlations 

Judging items’ appropriateness for testing goes beyond the difficulty level of the items; 

the items must also differentiate between students who have mastered the content 

and those who have not. Correlations between item score and total test scores are 

used to evaluate how well items discriminate between “high” and “low” proficiency 

students. In general, the higher the correlation, the better an item is at discriminating 

among high- and low-proficiency students. Another way of looking at this index is that 

higher correlations mean that students who should have answered the item correctly, 

based on their total test score, did answer the item correctly, whereas students who 

should not have answered this item correctly did not. This is a general expectation, 

given that some students will answer an item correctly by chance.  

 

Given the nature of correlations, this statistical index has a theoretical range of -1.0 

to +1.0, although values do not reach the extreme ends of this range. When the 

correlation is negative or near zero, the item does not discriminate well, which may 

lead to further investigations of the item. Appendix D of the Yearbook presents 

summaries of the item-test score correlations for the single-point and multi-points 

items, including the median correlation across all items, for each grade and subject 

area.  
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In addition to the correlation between item score and total test score, each multiple-

choice answer option can be compared against the total test scores. Although not 

provided in the Yearbook, the option-test score correlation treats each answer option 

separately as the “correct” response and is the relationship between the option p-

value and total test scores. The option-test score correlation for the item’s true 

correct response will be the same as the item-test score correlation.  

 

With this statistic, it is assumed that the option-test score correlation for each 

incorrect answer option (i.e., distractor) will be lower than that of the correct 

answer. In fact, the correlation for the distractors should be less than 0 because 

students who answer an item incorrectly should have lower test scores than those 

who answered the item correctly. However, a distractor correlation may be positive 

(slightly above 0), indicating that even students with higher test scores chose that 

wrong answer. Positive correlations for item distractors may indicate that something 

is systematically causing students to choose the incorrect answer option. In this 

case, the item’s content and answer option should be reviewed.  

6.3. Differential Item Functioning 

During item development, items are reviewed for potential bias against any student 

subgroup (e.g., gender, ethnicity, disability). Items that are identified as displaying 

potential bias are either revised or removed from consideration for future use. Once 

items have been field tested, statistics are often computed and used to call to 

attention items in which subgroups of students performed significantly different from 

each other. In other words, an item may show that males outperformed females and 

that the difference may be more than just a chance occurrence.  

 

DIF exists when an item appears to favor one subgroup or present a disadvantage to 

another group after students across both groups have been matched on proficiency. 

In DIF procedures, the subgroups of interest are categorized into two groups: focal 

and reference groups. The focal group is the group of interest; the reference group is 

the group to which the focal group is compared to. For example, in gender DIF 

analyses, females are the focal group and males are the reference group; in ethnicity 

DIF analyses, African Americans are a focal group, and the White subgroup is the 

reference group. DIF analyses on ethnicity can be extended to other ethnic groups to 

represent the focal group and comparing them each to the White subgroup. Because 

students are matched on proficiency across focal and reference groups, statistical 

differences found between the groups are not confounded by student proficiency.  

 

DIF for the KSA assessments is analyzed by a statistical procedure based on the 

Mantel-Haenszel chi-square statistic (M-H χ2) for multiple-choice items (Holland & 

Thayer, 1988). The chi-square statistic determines whether the odds of a correct 

response on an item is the same for both focal and reference groups across all levels 

of proficiency. The Mantel-Haenszel odds ratio  is the odds of a correct 

response of the reference group divided by the odds of a correct response of the 

focal group. Data for these Mantel-Haenszel procedures are drawn from 2×2×k 

(score levels) contingency tables for each item. As shown in Table 6.1, the number 

of focal and reference group members scoring in each possible item response is 

captured.  
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Table 6.1. Item 2×2 Contingency Table for the kth Score Level 

 Item Score 

Group Correct (1) Incorrect (0) Total 

Focal (f)      

Reference (r)      

Total (t)      

 

For classifications of DIF, the Mantel-Haenszel Delta DIF statistic (MHD; Dorans & 

Holland, 1993) is computed from the Mantel-Haenszel odds ratio and used in 

conjunction with M-H χ2 to classify items into three categories distinguishing 

magnitudes of DIF: negligible DIF (A), moderate DIF (B), and large DIF (C).  

 

Classification is based on the following guidelines: 

• M-H χ2 not significantly different from 0 or |MHD| less than 1 results in a 

classification of A. 

• M-H χ2 significantly different from 0 and |MHD| value at least 1 but less than 

1.5 or M-H χ2 not significantly different 0 and |MHD| greater than 1 results in 

a classification of B.  

• M-H χ2 significantly different from 0 and |MHD| at least 1.5 results in a 

classification of C.  

 

In addition to these classifications, notation of DIF includes a positive (+) sign, 

indicating that the item favors the focal group, or a negative (-) sign, indicating that 

the item favors the reference group. Items designated with B or C DIF classifications 

are recommended for review before continued use on assessments, although caution 

must be exercised when analyzing DIF to prevent over-interpretation of the 

statistics. 

 

The standardized mean difference (SMD; Zwick et al., 1993) procedure is used for 

detecting DIF for constructed-response items. A summary statistic, SMD is used as 

an effect size estimate comparing the mean item score between the reference and 

focal groups. Although the numerical result of this statistical procedure is different 

from the M-H statistics, the classification of the results is the same—the results are 

classified into three categories indicating the magnitude of DIF with additional 

notation indicating the favored group. 

 

Appendix E of the Yearbook presents the number of items flagged for DIF through 

three student subgroup comparisons: Male-Female, White-Black, and White-

Hispanic. During test construction, classifications of DIF from prior test 

administrations are available for most items chosen for test forms. When items 

previously flagged for DIF are chosen for operational test forms, content specialists 

review these items to determine whether the item content lends itself to DIF. All 

items, however, are examined for fairness at the time of item development, 

presented at bias and sensitivity committee reviews prior to field testing (see 

Chapter 2). Items judged as having bias within the content, regardless of the point 

when item bias is judged, are not used for testing. 
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6.4. Item Response Theory 

Item response theory (IRT) is a measurement framework that analyzes test item 

properties and item responses simultaneously. Measurement models under IRT 

specify the probability of a correct response to an item dependent upon proficiency 

and item characteristics. The simplest IRT model is the one-parameter logistic (1PL) 

measurement model (Rasch, 1980), represented as:  

 

 





 

where  is the probability that a student with proficiency   answers item i 

correctly, bi is the difficulty of item i, and e is the base of natural logarithms with an 

approximate value of 2.718. This equation above specifies the probability of a correct 

answer to an item with a particular difficulty for a person with a particular 

proficiency. Figure 6.1 presents a graphical display of the 1PL model for an item. 

 

Figure 6.1. Graph of 1PL Model 

 
 

However, this model only applies to multiple-choice items. Given that KSA includes 

constructed-response items, a separate model is required for estimating proficiency 

and item difficulty simultaneously for these items. In IRT, the item difficulty is 

different from the item mean score discussed in Section 6.1. The item difficulty is 

represented on a logit scale with a typical range of -2.0 to +2.0. Item difficulty 

values near -2.0 indicate very easy items, while values near +2.0 indicate very 

difficult items. 

 

The Partial Credit Model (PCM; Masters, 1982) is an extension of the 1PL model to 

items that contain multiple steps in the solution process. The PCM can be written as: 
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where   is the probability that a student with proficiency   responds in category 

x on item i with m steps, and is the step difficulty associated with category j of 

item i (j=1,…, m).  

 

The difference between the 1PL model and PCM is that PCM has multiple difficulties 

associated with an item as opposed to the single item difficulty in the 1PL model. 

However, the difficulties in PCM represent the difficulty in transitions from one score 

category to the next. An item with three score categories (e.g., 0 to 2 points) would 

have two transitions, or steps: score 0 to score 1   and score 1 to score 2  . 

Figure 6.2 displays score category response curves under PCM for a 3-point item. In 

this graph, the intersection of response category curves 0 and 1 and the intersection 

of response category curves 1 and 2 indicate the difficulty of transitions from one 

score category to the next. 

 

Figure 6.2. Graph of Partial Credit Model for 3-Point Item 

 
 

In addition to item difficulty, IRT provides other indices for item analyses, such as 

item fit. Item fit analyses evaluate how well the IRT model(s) used for item analysis 

explains the responses to items. In the case of KSA, it is how well the 1PL model and 

PCM explain the response patterns of the items. The underlying investigation 

compares observed and expected item response patterns after the item parameters 

have been estimated. 

 

Item fit for KSA is investigated through mean-square fit statistics that provide 

evidence on how well the pattern of observed responses are predicted by the 1PL 

and PCM measurement models. Outfit mean-square statistics are influenced by 

unexpected response patterns to items far from a student’s proficiency measure. 

Infit mean-square statistics are influenced by unexpected response patterns to items 

near a student’s proficiency measure. Linacre (2011a) provides a classification of fit 

mean-square estimates useful for interpretation, as shown in Table 6.2.  
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Table 6.2. Criteria for Item Fit Statistics 

Mean-Square Interpretation 

> 2.0 Distorts or degrades the measurement system 

1.5 – 2.0 Unproductive for construction of measurement, but not degrading 

0.5 – 1.5 Productive for measurement 

< 0.5 
Unproductive for measurement, but not degrading; may produce misleadingly 
good reliabilities and separations. 

 

Mean-square values near 1.0 indicate little distortion of the measurement system, 

while values less than 1.0 indicate observed response patterns that are too 

predictable (model overfit). Values greater than 1.0 indicate unpredictable observed 

response patterns (model underfit).  

 

Figure 6.3 shows observed (×) and expected (□) performance on an item near 

average difficulty with infit and outfit indices near 1. The observed item response 

pattern nearly matches the expected item response patterns given the Rasch 

measurement model. Figure 6.4, however, shows observed and expected 

performance on a difficult item with an infit index near 1, but an outfit index near 

1.5. In this case, the observed response patterns on the lower end of the scale 

influenced the outfit index. 

 

Figure 6.3. Observed and Expected Performance on Item of Average 

Difficulty 
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Figure 6.4. Observed and Expected Performance on Difficult Item 

 
 

Appendix F of the Yearbook summarizes the IRT parameter estimates (i.e., item 

difficulty and item fit). 
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7. Calibration, Equating, and Scoring 

Total test scores for students are often the sum of the correct responses and/or the 

points achieved on constructed-response items. These raw scores provide a simple 

and meaningful way to summarize a student’s performance on a test. Students can 

also be ranked based on their test performance using the raw scores, and group 

statistics can be computed (e.g., average, standard deviation) and interpreted. 

However, raw scores can be of limited value when comparing across test forms. 

 

Large-scale assessment programs typically construct new test forms year-to-year to 

prevent overexposure of test content and maintain a thorough coverage of 

curriculum across years. The test forms constructed across years are designed to 

reflect the same level of difficulty and content, even though the set of items is 

different across forms. However, no test form has the same level of difficulty as 

other test forms of similar content, so statistical processes are used to account for 

the differences. Part of the statistical process is a transformation of raw scores to a 

metric that allows comparisons of test scores across test forms of similar content. 

This chapter discusses the item calibration, test equating processes, and score 

transformations of the KSA assessments. 

7.1. Measurement Models 

The Rasch 1PL model and PCM were introduced in Section 6.4 to discuss the item 

parameters estimated under the IRT measurement framework. These models are 

revisited here in the context of the estimated person proficiency parameters, θ. 

Under IRT, a proficiency estimate is generated for each student based on their 

response patterns and the simultaneous estimation of the item parameters. The item 

and proficiency parameters are on the same logit scale, although the proficiency 

parameter often results in a wider range of values. 

 

Under Rasch modeling, there is one-to-one correspondence of proficiency parameter 

to raw score value. In other words, for each possible raw score (total test score) 

value, there is one person proficiency parameter estimated. For example, if there are 

40 raw score points possible on a test, there will be 41 proficiency estimates, one for 

each raw score (including 0). The proficiency estimates will also increase from the 

lowest to highest value in relation to the ascending order of the raw scores. 

 

Problems arise in the proficiency estimation for 0 and perfect scores. Proficiency 

estimates are determined through a maximum likelihood function of the likelihood of 

proficiency for a student given all item responses. The maximum likelihood cannot be 

determined in the cases of all-correct or all-incorrect items responses, as the 

likelihood function continues toward infinity. Therefore, an adjustment (e.g., 0.25) is 

made to 0 and perfect raw scores so that the maximum likelihood function can result 

in a proficiency estimate. 

7.2. Process 

Pearson performed item calibrations to obtain the Rasch item parameters and 

proficiency estimates for the KSA assessments, and HumRRO performed an 

independent execution of the analyses as a third-party verifier of the process and 

results. Pearson created analysis specifications that outlined the process and 

methodology for scaling the KSA assessments, including timelines, file and document 

locations, and process checkpoints during which Pearson, HumRRO, and KDE would 

verify results and discuss any immediate concerns. During the analysis process, a 



 

2022–2023 KSA Technical Manual Page 37 

conference call was held each day to discuss progress and address any concerns 

before moving forward. 

 

The process used approximately the entire testing population of KSA, although 

exclusion rules were applied to remove students who did not use the standard test 

form during assessment. The exclusion rules applied to students who use 

accommodated test forms (e.g., large print, audio, or Braille) or paper test forms. In 

the case of Braille students, some test items are considered not appropriate for 

Braille reproduction and were there removed from administration and scoring for 

those students. Content specialist reviewed the removal of such items and confirmed 

it did not affect the blueprint coverage of Braille forms. As a result, separate 

analyses may be conducted for Braille students due to the difference in maximum 

test score. The spring 2023 KSA administration had Braille exclusions for the Reading 

tests.  

 

Prior to item calibrations, student data are inspected to identify items that potentially 

may have been scored incorrectly. Items’ average scores (p-values) and item-total 

correlations are computed and judged to identify potential mis-keyed items. Items 

flagged during this analysis are reviewed for their correct answer. If an item is found 

to be scored incorrectly, the proper adjustment is made, and the scoring process is 

reinitiated. The scaling analysis depends on accurately scored student data, and all 

items must be considered to have been properly scored prior to analysis.  

 

Student response data is analyzed through Winsteps Version 3.73 (Linacre, 2011b), 

a Rasch modeling statistical software. Each KSA assessment is analyzed separately 

through this software. The output from this process includes item parameters 

(difficulty) and proficiency estimates, both on a logit scale. The proficiency estimates 

are used to derive scaled scores for performance comparisons across test forms. 

 

Equating is the statistical process by which scores on test forms are adjusted so that 

scores on the forms can be used interchangeably (Kolen & Brennan, 2004). Once 

equating has been performed across two or more test forms, the difference in difficulty 

across forms no longer confounds the comparison of performance across forms (i.e., 

scores from different forms may be directly compared).  

 

Equating test forms can be accomplished in many ways. One method used in large-

scale assessments is the common-item nonequivalent groups design (Kolen & 

Brennan, 2004). This method is used to equate alternate test forms across two 

different testing occasions with two different testing populations. This is 

accomplished using a set of common items included on both forms. The testing 

populations are considered nonequivalent as they do not consist of the same 

students taking both forms. The equating result is a scale transformation that 

accounts for differences in difficulty across two (or more) test forms. The result is 

that scores from both test forms exist on a single scale. Except for On Demand 

Writing, this method is used for all subjects. 

 

For On Demand Writing tests, there is no overlap across the writing test forms. 

Students only took one test form which could be either anchor form or non-anchor 

form. Anchor forms are intact forms from the previous administration tested again in 

2023 to maintain the scale. The testing populations for each form are considered 

equivalent since the test forms are randomly assigned to students through a spiral 

process. The equating result is a scale transformation that accounts for differences in 
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ability scale across the anchor forms and non-anchor forms. The rest of this section 

describes the equating process for the KSA assessments, as conducted by Pearson.  

7.2.1. Linking Items  

Part of the design of the equating process is the selection of common items from the 

test form to which equating will be performed. For equating analyses, items are 

chosen from previous test forms. Choosing common items requires attention to 

various item characteristics, both contextually and statistically. Although not 

presented here, guidelines for choosing common items are presented to test form 

developers so that these linking sets represent a robust subset (i.e., mini version) of 

the overall test. Linking items are chosen to best represent the range of item 

difficulty while adhering to the content distribution of the blueprint.  

 

For the KSA tests (except for On Demand Writing tests), the anchor items set was 

expanded to include all 1- and 2-point items previously administered in the 2022 

spring administration as linking items. The benefit of expanding the anchor items set 

is to minimize item parameters drift that might happen from 2022 to 2023 

administration and stabilize the operational scale. For the On Demand Writing tests, 

two anchor forms were selected on each grade level. On each anchor form, all traits 

are used as linking items. Table 7.1 presents the distribution of the linking items by 

item type.  

 

Table 7.1. Number of Linking Items by Item Type in the 2023 KSA tests 

Subject Grade 
Multiple-Choice/ 

Technology Enhanced 
Multi-Select/ 
Short Answer 

Extended-
Response 

Reading 

3 40 12 – 

4 39 2 – 

5 36 7 – 

6 34 6 – 

7 39 6 – 

8 42 6 – 

10 36 5 – 

Mathematics 

3 54 6 – 

4 41 4 – 

5 40 7 – 

6 45 4 – 

7 45 4 – 

8 44 7 – 

10 43 7 – 

Science 

4 32 10 – 

7 29 6 – 

11 37 5 – 

Social Studies 

5 27 6 – 

8 26 1 – 

11 41 3 – 

Editing and 
Mechanics 

5 8 5 – 

8 16 10 – 

11 8 5 – 

Writing 

5 – – 10 

8 – – 12 

11 – – 12 
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7.2.2. Analysis 

Post-equating analysis is performed by Pearson and an independent contractor of 

KDE using analysis specifications created and maintained by Pearson. Four process 

checkpoints were implemented for verification across the independent replications: 

(a) initial calibration item parameters; (b) Robust Z statistics for linking item 

analysis; (c) Equating constant for linking non-anchor forms to anchor forms of On 

Demand Writing tests; (d) final (equated) item parameters; and (e) raw-score-to-

scale-score (RSSS) conversion tables.  

 

These checkpoints represent the five main steps in the analysis process: 

1. Calibrate the items through Winsteps software (Linacre, 2011b) using student 

item response data.  

2. For all tests except for On Demand Writing, perform item stability analysis of 

linking items using Robust Z statistical methodology (Huynh, 2000; Huynh & 

Rawls, 2009; Huynh & Meyer, 2010) and drop linking items deemed unstable 

through this statistical index. 

3. Use stable linking items as the anchor scale to produce equated item 

parameters for non-linking operational items.  

4. For On Demand Writing, perform an iterative process to center the theta scale 

of the non-anchor form on the theta scale of the anchor forms by applying the 

equating constant to the non-anchor form, calculated as the average anchor 

theta ability minus the average theta ability of the non-anchor form. The 

initial equating constant will be added to the freely calibrated item parameters 

of the non-anchor forms. Then anchored item calibration is conducted to the 

non-anchor form with the adjusted item parameters. A non-anchor form is 

equated when the difference of the average ability between the non-anchor 

form and anchor forms is less than 0.001. 

5. Produce score conversion tables, including scaled score transformations.  

 

The Robust Z statistical procedure is used to determine if student performance 

remains stable on items administered across test administrations. If student 

performance on specific items changes substantially across test administrations when 

compared to the overall set of linking items, those items are not appropriate for 

equating one test form onto the other. The criterion for removing linking items is 

that the robust-Z value is greater than 1.645 (flagged for drift). One anchor item 

with the largest absolute robust-Z was removed during each iteration. Note that not 

all anchor items flagged for drift will be removed from post-equating if more than 

20% of the anchor items are flagged for drift. When more than 20% of the anchor 

items are flagged for drift, a set of criteria including ratio of standard deviation (in 

the range of 0.9-1.1) and correlation (>0.95) of banked item parameters and current 

calibrated item parameter estimates of anchor items are examined to force anchor 

items with less drift back into the final linking set until the proportion of removed 

anchor items is no more than 20%. Each linking set is tested through this procedure. 

Although items may be considered unstable for equating, they remain as scored 

items for students’ test score.  

 

Table 7.2 presents the total number of unstable linking items dropped and the 

evaluation summary of the remaining linking items for the 2023 KSA tests; this table 

excludes On Demand Writing. For 2023, the majority of linking items were 

considered to be stable and kept in the final equating analyses. These linking items 

were used to produce equated parameter estimates of non-linking items. These item 

parameter estimates are produced through item calibration with Winsteps, like the 

initial step of the analysis, but with the linking items used as an anchor scale.  
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Table 7.2. Unstable Linking Items Dropped During the Robust Z Procedure 

Subject Grade 

No. of 
Linking 
Items 

Dropped 

Item Type Reduced Linking Set Statistics 

Multiple-
Choice/ 

Technology 
Enhanced 

Multi-
Select/ 
Short 

Answer 

SD 
Ratio 

Correlation 

% of 
Linking 
Items 

Remaining 

Reading 

3 7 4 3 0.9623 0.9681 87.0 

4 5 4 1 0.9656 0.9943 88.0 

5 6 5 1 0.9778 0.9890 86.0 

6 8 6 2 1.0369 0.9944 80.0 

7 9 8 1 0.9941 0.9964 80.0 

8 9 7 2 0.9675 0.9884 81.0 

10 7 6 1 1.0144 0.9966 83.0 

Mathematics 

3 6 5 1 0.9876 0.9946 90.0 

4 7 6 1 0.9943 0.9951 84.0 

5 9 7 2 1.0016 0.9981 81.0 

6 3 2 1 1.0036 0.9921 94.0 

7 9 7 2 0.9999 0.9956 82.0 

8 6 3 3 0.9855 0.9911 88.0 

10 3 2 1 0.9905 0.9912 94.0 

Science 

4 5 4 1 0.9795 0.9923 88.0 

7 6 5 1 1.0392 0.9931 83.0 

11 8 7 1 1.0756 0.9859 81.0 

Social 
Studies 

5 6 5 1 0.9827 0.9936 82.0 

8 4 4 0 0.9606 0.9806 85.0 

11 6 6 0 0.9737 0.9817 86.0 

Editing and 
Mechanics 

5 2 0 2 1.0069 0.9976 85.0 

8 5 1 4 1.0252 0.9926 81.0 

11 2 0 2 1.0512 0.9921 85.0 

 

7.2.3. Quality Control 

HumRRO executed the calibration and scaling analyses as a third-party verifier using 

the analysis specifications created by Pearson. Prior to the analysis, Pearson 

coordinated a dry run execution of the analysis process with HumRRO so that both 

groups can prepare and execute program codes using mock data. The dry run 

allowed Pearson and HumRRO to discuss processes ahead of the live analysis, 

including verification of software versions. 

 

Pearson provided all the necessary item and student data files to HumRRO at the 

time the files were available. As the third-party verifier, HumRRO compared analysis 

results with those obtained by Pearson and provided feedback on the comparison. 

Pearson, HumRRO, and KDE also participated in a conference call each day during 

the analysis to share general impressions and discuss any concerns with the current 

results. To use the daily conference call effectively, Pearson proposed a schedule of 

analysis such that Pearson and HumRRO would perform the same analyses 

concurrently to be able to address any issues and concerns immediately (during the 

conference calls).  

 

As part of the feedback on the replications, HumRRO provided outputs detailing the 

comparisons of results. These outputs are stored internally by both Pearson and 

HumRRO as documentation of the verification process. 
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7.3. Scaled Scores 

Scaled scores can be derived through either linear or nonlinear transformations of 

the raw scores. For KSA, the scaled scores are derived through linear 

transformations of the respective IRT theta metric for a given subject area and grade 

using the following general form: 

    

 

where m is the slope,   is the IRT person proficiency estimate obtained through the 

calibration (Winsteps), and b is the intercept. Using this equation, a scaled scored 

can be computed for each raw score possible, given the correspondence of raw score 

to proficiency estimate   from Rasch modeling of student response data. The 

scaled score metric for the KSA assessments was chosen to range from 400 to 600 

where the slope (m) was set to 16.67, the intercept (b) was set to 510, and   is the 

person proficiency estimate, with the exception of On Demand Writing where the 

slope (m) was set to 5 and the intercept (b) set to 510. 

 

Scaled scores for each domain (i.e., reporting category) of each subject area were 

also computed to help illustrate students’ specific strengths and weaknesses. These 

were transformed on the same metric as individual student scores and used for 

aggregate summary information at the school, district, and state levels. More 

specifically, student scores were aggregated across these levels to provide indices of 

how each aggregate level compared with the others on each domain.  

  

The scaled score system was created to indicate student performance in line with the 

state performance standards and as articulated by the PLDs. Performance levels are 

the best indicators to use for comparing performance across grades or subjects. 

Using scaled scores in this way provides a meaningful context for assessing 

achievement. Table 7 presents the scaled score ranges for each KSA performance 

level—Novice, Apprentice, Proficient, and Distinguished.  

 

Table 7.3. Scores by Performance Level 

Subject Grade Novice Apprentice Proficient Distinguished 

Reading 

3 400–499 500–512 513–527 528–600 

4 400–502 503–515 516–530 531–600 

5 400–506 507–521 522–537 538–600 

6 400–503 504–517 518–531 532–600 

7 400–500 501–511 512–525 526–600 

8 400–503 504–514 515–527 528–600 

10 400–500 501–512 513–528 529–600 

Mathematics 

3 400–504 505–520 521–541 542–600 

4 400–506 507–520 521–542 543–600 

5 400–498 499–514 515–536 537–600 

6 400–494 495–506 507–525 526–600 

7 400–495 496–504 505–521 522–600 

8 400–494 495–504 505–523 524–600 

10 400–493 494–503 504–520 521–600 

Science 
4 400–494 495–514 515–530 531–600 

7 400–491 492–509 510–528 529–600 
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Subject Grade Novice Apprentice Proficient Distinguished 

Science 11 400–492 493–512 513–532 533–600 

Social Studies 

5 400–503 504–515 516–529 530–600 

8 400–502 503–513 514–527 528–600 

11 400–500 501–513 514–527 528–600 

Editing and 
Mechanics 

5 400–507 508–521 522–533 534–600 

8 400–503 504–516 517–532 533–600 

11 400–503 504–520 521–537 538–600 

Writing 

5 400–485 486–511 512–525 526–600 

8 400–476 477–498 499–531 532–600 

11 400–469 470–504 505–536 537–600 

7.3.1. Results 

Appendix G of the Yearbook contains the derived scaled scores for each KSA 

assessment in tables. Each table contains the scaled scores and conditional standard 

error of measurement (CSEM) that represents the standard deviation of observed 

scores of students with the same true score, as discussed in Chapter 8: Reliability. 

Appendix H of the Yearbook provides score frequency distributions for each KSA 

assessment; Appendix I of the Yearbook provides descriptive statistics (mean, 

standard deviation, minimum, maximum) for the scaled scores for each KSA 

assessment for the overall testing population and by subgroups (gender, ethnicity, 

migrant status, economic disadvantaged or not, and accommodations). Appendix J of 

the Yearbook provides performance level distributions for each KSA assessment. 

7.3.2. Considerations and Limitations 

There are limitations on using scaled scores for interpreting student performance. 

First, the scaled scores are not on a vertical scale, which limits interpretations on 

performance differences on a subject-area test across grades. Second, scaled scores 

should not be used for interpreting performance differences between assessments 

within the same grade. Differences in scaled scores do not reflect actual differences 

in raw scores or proficiency estimates from which they are derived. For example, a 

scaled score difference of five points can be the result of a small difference in 

proficiency estimate. Also, differences in scaled scores within a test vary along scale. 
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8. Reliability 

Reliability is the consistency of the results obtained from a measurement. When a 

score is reported for a student, the expectation is that if the student had instead 

taken a different but equivalent version of the test, a similar score would have been 

achieved. A test that does not meet this expectation (i.e., a test that does not 

measure student proficiency and knowledge consistently) has little or no value. 

Furthermore, the proficiency to measure consistently is a prerequisite to making 

appropriate interpretations of scores on the measure (i.e., showing evidence of valid 

use of the results). 

8.1. Estimating Reliability 

Internal consistency methods use a single administration to estimate test score 

reliability. For state assessments where student testing time is at a premium, 

internal consistency procedures have a practical advantage over reliability estimation 

procedures that require multiple tests. One method for computing reliability 

estimates is through the person ability estimates obtained when test items are 

calibrated to the IRT framework. 

 

Reliability is estimated as the ratio of true score variance to observed score variance 

where true score variance is the observed score variance minus error variance. 

Appendix K of the Yearbook provides reliability estimates, using person ability 

estimates, for the overall testing population and by gender, ethnicity, and other 

student subgroups.  

8.2. Standard Error of Measurement 

A reliability coefficient expresses test score consistency in terms of variance ratios. 

In contrast, the standard error of measurement (SEM) expresses score inconsistency 

(i.e., unreliability). The SEM is an estimate of how much error there is likely to be in 

a student’s observed score or, alternately, how much score variation would be 

expected if the student were tested multiple times with equivalent forms of the test. 

The SEM is calculated using the following formula: 

 

'1 XXxs −SEM =
 

 

where   is the standard deviation of the total test scores, and   is a reliability 

estimate for the set of test scores. 

8.2.1. Use of the Standard Error of Measurement 

The SEM can be helpful for quantifying the extent of error in student scores due to 

factors unrelated to the test itself. An SEM band placed around the student’s 

observed score would result in a range of values most likely to contain the student’s 

true score. The true score may be expected to fall within one SEM of the observed 

score 68% of the time, assuming that measurement errors are normally distributed. 

 

For example, if a student has an observed score of 45 on a test with a reliability of 

0.88 and a standard deviation of 9.48, the SEM would be 
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Placing a one-SEM band around this student’s observed score would result in a score 

range of 41.72 to 48.28 (i.e., 45   3.28). Furthermore, if it is assumed the errors 

are normally distributed and if this procedure were replicated across repeated testing 

occasions, this student’s true score would be expected to fall within the  1 SEM band 

68% of the time (assuming no learning or memory effects). Thus, the chances are 

better than two out of three that a student with an observed score of 45 would have 

a true score within the interval 41.72 − 48.28. This interval is called a confidence 

interval or band. Increasing the range of the confidence interval improves the 

likelihood that the confidence interval includes the true score. For example, an 

interval of  1.96 SEMs around the observed score covers the true score with 95% 

probability and is referred to as a 95% confidence interval. 

 

Appendix K of the Yearbook provides the SEM for the KSA assessments along with 

the reliability estimates. The SEM is reported for total scores for the testing 

population, gender, ethnicity, and other student subgroups. 

8.2.2. Conditional Standard Error of Measurement 

Although the overall SEM is a useful summary indicator of a test’s precision, the 

measurement error on most assessments varies across the score range. This means 

the measurement accuracy of a test is likely to differ for students depending on their 

score. The SEM is defined as the standard deviation of the observed scores of 

students with a particular true score, or a score without any measurement error. This 

standard deviation is called the conditional standard error of measurement (CSEM). 

The reasoning behind the CSEM is as follows: If a group of students all have the 

same true score, a measure without error would assign these students the same 

score (the true score). Any differences in the scores of these students must be due 

to measurement error. The conditional standard deviation defines the amount of 

error. 

 

True scores are not observable, so the CSEM cannot be calculated simply by 

grouping students by their true score and computing the conditional standard 

deviation. However, IRT allows the CSEM to be estimated for any test where the IRT 

model holds. Under the Rasch IRT model, the mathematical statement of CSEM for 

each person is as follows: 

 

  


  




 

where 𝑣 represents a person, 𝑖 represents an item, 𝐿 represents the number of items 

on the test,   represents proficiency, and  represents the probability that a person 

will answer an item correctly.    is defined as follows: 

 

 





 

where   represents person 𝑣′𝑠 proficiency, and  represents item 𝑖′𝑠 difficulty. 

 

Appendix G of the Yearbook provides the conditional standard errors of scaled scores 

are provided in the score conversion tables. The conditional standard error values 

can be used in the same way to form confidence bands as described for the test-level 

SEM values. 
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8.3. Scoring Reliability for Open-Ended Items 

8.3.1. Reader Agreement 

Pearson uses several procedures to monitor scoring reliability. One measure of 

scoring reliability is the between-reader agreement observed in the required second 

reading of (a) all On-Demand Writing test responses; and (b) a percentage of 

students’ short answer and extended-response item responses for Reading, 

Mathematics, Editing and Mechanics, Social Studies, and Science. These data are 

monitored daily during the scoring process. Reader agreement data show the percent 

perfect agreement of each reader against all other readers, but they do not provide a 

mechanism for monitoring drift from established criteria by all readers at a particular 

grade level. Thus, an additional set of data, resulting from a procedure known as 

validity scoring, are collected daily to check for reader drift and reader consistency in 

scoring to the established criteria. 

 

When scoring supervisors at Pearson identify ideal student responses (i.e., ones that 

appear to be exemplars of a particular score value), they route these to the scoring 

directors for review. Scoring directors examine the responses and choose appropriate 

papers for validity scoring. Validity responses are usually solid score point responses. 

The scoring directors confirm the score and enter the student response into the 

validity scoring pool. Readers score a validity response periodically throughout the 

scoring process. Validity scoring is blind; because image-based scoring is seamless, 

readers do not know when they are scoring a validity response. Results of validity 

scoring are analyzed regularly by Pearson’s scoring directors, and appropriate actions 

are initiated as needed, including the retraining or termination of readers.  

 

Appendix L in the Yearbook provides scoring metrics (reliability, validity, and score 

distributions) for constructed-response items across subject areas. Checks of the 

consistency of readers of the same composition is one form of inter-rater reliability. 

Rater agreement is categorized as perfect agreement (no difference between readers), 

adjacent agreement (one score point difference), or non-adjacent agreement (greater 

than one score point difference). More detailed information regarding the scoring 

process of constructed response items is provided in Chapter 10: Performance Scoring. 

8.3.2. Score Resolutions 

A district may appeal the score assigned to any student’s composition about which a 

question has been raised. In these instances, Pearson provides an individual analysis 

of the composition in question. 

8.4. Reliability of Performance Level Categorization 

Every test administration results in some error in classifying students. The concept of 

the SEM provides a mechanism for explaining how measurement error can lead to 

classification errors when cut scores are used to classify students into different 

performance levels. For example, some students may have a true performance level 

greater than a cut score. However, due to random variations (measurement error), 

their observed test score may be below the cut score. As a result, the students may 

be classified as having a lower performance level. As discussed in Section 8.2, a 

student’s true score is most likely to fall into a standard error band around their 

observed score. Thus, the classification of students into different performance levels 

can be imperfect, especially for the borderline students whose true scores lie close to 

the performance level cut scores. 
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8.4.1. Accuracy and Consistency 

Accuracy refers to the extent to which achievement decisions based on test scores 

match those that would be made if the scores did not contain any measurement 

error (i.e., true scores). Since true scores are not available, an estimate of the true 

score distribution must be determined for classification accuracy to be estimated. 

Consistency, on the other hand, refers to the extent to which achievement 

classification decisions based on test scores match the decisions based on a second, 

parallel form of the same test. This index assumes that two parallel forms of the 

same test are administered to the same group of students. However, this is 

impractical in Kentucky. Livingston and Lewis (1995) developed techniques to 

estimate both accuracy and consistency that overcome the constraints of true scores 

and multiple test forms on the same students. These procedures are used to 

generate accuracy and consistency indices on the KSA assessments. 

8.4.2. Calculating Accuracy 

To calculate accuracy, a 4×4 contingency table is created for each subject area and 

grade. The [𝑥, 𝑦] entry of an accuracy table represents the estimated proportion of 

students whose true scores fall into performance level 𝑥 and whose observed scores 

fall into performance level 𝑦. Table 8.1 is an example accuracy table where the 

columns represent test-based student achievement, and the rows represent true 

performance level decisions. In this example, the total accuracy is approximately 

75%, the sum of the diagonal (shaded) cells. 

 

Table 8.1. Example Accuracy Classification Table 

 Observed Score  

True Score Novice Apprentice Proficient Distinguished Total 

Novice 0.117 0.034 0.000 0.001 0.152 

Apprentice 0.019 0.161 0.061 0.002 0.243 

Proficient 0.000 0.034 0.294 0.061 0.389 

Distinguished 0.000 0.000 0.036 0.179 0.215 

Total 0.136 0.229 0.391 0.243 1.000 

 

It is useful to consider decision accuracy based on a dichotomous classification of 

Novice or Apprentice vs. Proficient or Distinguished because Kentucky uses Proficient 

and above as proficiency for Adequate Yearly Progress (AYP) decision purposes and 

as an index for tracking students’ readiness to college and careers. To compute 

decision accuracy in this case, the table is dichotomized by combining cells 

associated with Novice with Apprentice and combining Proficient with Distinguished. 

The sum of the shaded cells in Table 8.2 indicates classification accuracy around the 

Proficient cut point of approximately 90%. The percentage of students incorrectly 

classified as Apprentice or lower, when their true score indicates Proficient or above, 

is approximately 3%. 
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Table 8.2. Example Accuracy Classification Table for Proficient Cut Point 

 Observed Score  

True Score Novice Apprentice Proficient Distinguished Total 

Novice 0.117 0.034 0.000 0.001 0.152 

Apprentice 0.019 0.161 0.061 0.002 0.243 

Proficient 0.000 0.034 0.294 0.061 0.389 

Distinguished 0.000 0.000 0.036 0.179 0.215 

Total 0.136 0.229 0.391 0.243 1.000 

8.4.3. Calculating Consistency 

Consistency can be calculated in the same manner, via a 4×4 contingency table, 

albeit with data indicating an estimate of the joint distribution of classifications on 

(hypothetically) two independent, parallel test forms. Table 8.3 presents sample 

statistics of consistency classification. Based on this sample data, the overall 

consistency is approximately 67%, and the consistency at Proficient is 87%. The 

agreement rates are lower than those for accuracy because both classifications 

contain measurement error, whereas true score classification is assumed to be 

without error in the accuracy table.  

 

Table 8.3. Example Consistency Classification Table  

 Second Form  

True Score Novice Apprentice Proficient Distinguished Total 

Novice 0.111 0.043 0.009 0.001 0.164 

Apprentice 0.019 0.147 0.073 0.004 0.243 

Proficient 0.006 0.038 0.252 0.075 0.371 

Distinguished 0.000 0.002 0.056 0.163 0.221 

Total 0.136 0.230 0.390 0.243 1.000 

8.4.4. Calculating Kappa 

Another way to express overall consistency is to use Cohen’s kappa (𝜅) coefficient 

(Cohen, 1960) that assesses the proportion of consistent classifications beyond 

chance. The coefficient is computed as follows: 

 

 





 

where 𝑃 is the proportion of consistent classifications, and   is the proportion of 

consistent classification by chance. Using Table 8.3, 𝑃 is the sum of the shaded cells 

whereas   is  
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where   is the proportion of students whose observed performance level would be 𝑥 

on the first form, and  is the proportion of students whose observed performance 

level would be 𝑥 on the second form. Therefore, the kappa coefficient using the data 

from Table 8.3 is 0.548. 

 

Appendix N of the Yearbook contains a summary table of the classification accuracy 

and consistency indices, including kappa coefficients, for overall performance level 

classification and at the Proficient cut point for each subject area and grade. 
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9. Validity 

Validation is the process of collecting evidence to support inferences from test 

results. A prime consideration in validating a test is determining if it measures what 

it purports to measure (i.e., if the test measures the construct of interest). During 

this process, several threats to validity must be considered. For example, the test 

may be biased against a particular group, test scores may be unreliable, students 

may not be properly motivated to perform on the test, or the test content may not 

span the entire range of the construct to be measured. Any of these threats to 

validity could compromise the interpretation of test scores. 

 

Beyond verifying that the test is measuring what it is supposed to measure, it is 

equally important that the interpretations made by users of the test’s results are 

limited to those that can be legitimately supported by the test. The topic of 

appropriate score use is discussed in Section 4.4: Cautions for Score Interpretations 

and Use and Section 7.3.2: Considerations and Limitations. 

 

Demonstrating that a test measures what it is intended to measure and that 

interpretations of the test’s results are appropriate requires an accumulation of 

evidence from several sources. These sources generally include expert opinion, 

logical reasoning, and empirical justification. What constitutes a sufficient collection 

of evidence in the demonstration of test validity has been the subject of considerable 

research, thought, and debate in the measurement community over the years. 

Several different conceptions of validity and approaches to test validation have been 

proposed, and, as a result, the field has evolved. However, more recent thinking has 

led to a new framework of providing validity evidence (Kane, 2006). 

9.1. Argument-Based Approach to Validity 

The Standards for Educational and Psychological Testing (AERA et al., 2014) 

recommends establishing the validity of a test using a validity argument. This term is 

defined in the Standards as “An explicit justification of the degree to which 

accumulated evidence and theory support the proposed interpretation(s) of test 

scores for their intended purposes” (p. 225). 

 

Kane (2006), following the work of Cronbach (1988), presents an argument-based 

approach to validity that seeks to address the shortcomings of previous approaches 

to test validation. The argument-based approach creates a coherent framework (or 

theory) that clearly lays out theoretical relationships to be examined during test 

validation. 

 

The argument-based approach given by Kane (2006) delineates two kinds of 

arguments: (a) the interpretative argument and (b) the validity argument. An 

interpretative argument specifies the inferences and assumptions made in the 

process of assigning scores to students and the interpretations made of those scores. 

The interpretative argument provides a step-by-step description of the reasoning (if-

then statements), allowing one to interpret test scores for a particular purpose. 

Justification of that reasoning is the purpose of the validity argument that is a 

presentation of all the evidence supporting the interpretative argument. 

 

The interpretative argument is usually laid out logically in a sequence of stages. For 

achievement tests like the KSA assessments, the stages can be broken out as 

scoring, generalization, extrapolation, and implication. 
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9.1.1. Scoring 

The scoring part of the interpretative argument deals with the processes and 

assumptions involved in translating the observed responses of students into 

observed student scores. Critical to these processes are the quality of the scoring 

rubrics; the selection, training and quality control of scorers; and the 

appropriateness of the statistical models used to equate and scale test scores. 

Empirical evidence that can support validity arguments for scoring includes inter-

rater reliability of constructed-response items and item-fit measures of the statistical 

models used for equating and scaling. The KSA assessment uses IRT models, so it is 

also important to verify the assumptions underlying these models. 

9.1.2. Generalization 

The second stage of the interpretative argument involves the inferences about the 

universe score made from the observed score. Any test contains a sample of the 

items that could potentially appear on the test. The universe score is the 

hypothetical score a student would be expected to receive if the entire universe of 

test items could be administered. Two major requirements for validity at the 

generalization stage are that (a) the sample of items administered on the test is 

representative of the universe of possible items; and (b) the number of items on the 

test is large enough to control for random measurement error. The first requirement 

entails a major commitment during the test development process to ensure that 

content validity is upheld and test specifications are met. For the second 

requirement, estimates of test reliability and the SEM are key components to 

demonstrating that random measurement error is controlled. 

9.1.3. Extrapolation 

The third stage of the interpretative argument involves inferences from the universe 

score to the target score. Although the universe of possible test items is likely to be 

quite large, inferences from test scores are typically made to an even larger domain. 

For example, not every standard and benchmark of the KSA assessments is assessed 

by the test. Some standards and benchmarks are assessed only at the classroom 

level because they are impractical or impossible to measure with a standardized 

assessment. It is through the classroom teacher that these standards and 

benchmarks are assessed. However, the KSA tests are used for assessment of 

proficiency with respect to all standards. This is appropriate only if interpretations of 

the scores on the test can be validly extrapolated to apply to the larger domain of 

student achievement. This domain of interest is called the target domain, and the 

hypothetical student score on the target domain is called the target score. Validity 

evidence in this stage must justify extrapolating the universe score to the target 

score. Systematic measurement error could compromise extrapolation to the target 

score. 

 

The validity argument for extrapolation can use either analytic evidence or empirical 

evidence. Analytic evidence largely stems from expert judgment. A credible 

extrapolation argument is easier to make to the degree the universe of test 

questions largely spans the target domain. Empirical evidence of extrapolation 

validity can be provided by criterion validity when a suitable criterion exists. 
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9.1.4. Implication 

The implication stage of the interpretative argument involves inferences from the 

target score to the decision implications of the testing program. For example, a 

college admissions test may be an excellent measure of student achievement and a 

predictor of college GPA. However, an administrator’s decision of how to use a 

particular test for admissions has implications that go beyond the selection of 

students who are likely to achieve a high GPA. No test is perfect in its predictions, 

and basing admissions decisions solely on test results may exclude students who 

would excel if given the opportunity. 

9.2. Validity Argument Evidence 

The following sections present a summary of the validity argument evidence for each 

of the four parts of the interpretive argument: scoring, generalization, extrapolation, 

and implication. Much of this evidence is presented in greater detail in other chapters 

in this manual. In fact, most of this manual can be considered validity evidence for 

the KSA assessment (e.g., item development, performance standards, scaling, 

equating, reliability, performance item scoring, and quality control). Relevant 

chapters are cited as part of the validity evidence given below. 

9.2.1. Scoring 

Scoring validity evidence can be divided into two sections: (a) evidence for the 

scoring of performance items; and (b) evidence for the fit of items to the 

measurement model. 

 

9.2.1.1. Scoring of Performance Items 

The scoring of constructed-response items and written compositions on the KSA 

assessments is a complex process that requires its own chapter to describe fully, as 

provided in Chapter 10: Performance Scoring. The chapter’s documentation of the 

processes of rangefinding, rubric review, recruiting and training of scorers, and 

quality control provides some of the evidence for the validity argument that the 

scoring rules are appropriate. Further evidence comes from Appendix L and M of the 

Yearbook reporting inter-rater agreement and inter-rater reliabilities. The results in 

those tables show both measures are generally high for the KSA assessments. 

 

9.2.1.2. Model Fit 

IRT models provide a basis for the KSA assessments and can be used for the 

selection of items to go on the test and the equating and scaling procedures. A 

failure of model fit would make the validity of these procedures suspect. Item fit is 

often examined during test construction. Any item displaying misfit is scrutinized 

before a decision is made to put it on the test. Further evidence of the fit for the IRT 

models comes from dimensionality analyses. IRT models for the KSA assessments 

assume the domain being measured by the test is relatively unidimensional. To test 

this assumption, a principal components analysis is performed. Appendix O of the 

Yearbook provides eigenvalues representing unexplained variance in the data. These 

values are obtained from the Winsteps software during the item calibration process. 

Any eigenvalue greater than 2 may signify a secondary dimension within the 

assessment. 

 

To go along with the principal component analyses, confirmatory factor analyses 

were conducted to test the model of one factor construct within the KSA 

assessments. Indices of model fit are used to determine how well this model fits the 
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data. McDonald and Ho (2002) define absolute fit indices as determining how well an 

a priori model fits the sample data. The chi-square statistic assesses the magnitude 

of discrepancy between the sample and fitted covariance matrices (Hu & Bentler, 

1999). However, this statistic is sensitive to sample size and often rejects the model 

when large samples are used (Bentler & Bonnet, 1980). Alternatives to the chi-

square, the goodness-of-fit statistic (GFI; Jöresky & Sörbom, 1993) and adjusted 

goodness-of-fit (AGFI; Tabachnick & Fidell, 2007), are also sensitive to sample size, 

which has led to researchers reporting them along with other fit indices (Hooper et 

al., 2008). 

 

The root mean square error of approximation (RMSEA), a comparative fit index, 

indicates how well the model would fit the population covariance matrix (Byrne, 

1998). This fit index favors parsimony as it is sensitive to the number of estimated 

parameters in the model. Of the few suggestions of index threshold cutoffs of good 

fit, the most stringent criterion is 0.06 as suggested in Hu and Bentler (1999). A 

confidence interval can also be constructed for RMSEA, with a lower limit close to 0.0 

signifying a well-fitting model, as well as an upper limit less than 0.08. 

 

The root mean square residual (RMR) and standardized root mean square residual 

(SRMR) are the square root of the difference between the residuals of the sample 

covariance matrix and the hypothesized covariance model. The SRMR has a range of 

0 to 1, with 0 indicating perfect fit. Byrne (1998) suggests well-fitting models having 

an SRMR less than 0.05. Hooper et al. (2008) caution that SRMR will tend to be low 

with a high number of parameters and models with large sample sizes. Hu and 

Bentler (1999) suggested a two-index presentation when reporting model fit 

evaluation. One proposed combination is the RMSEA, with confidence interval, and 

the SRMR. Appendix P of the Yearbook provides the estimates of these indices. These 

estimates provide support of the one-factor construct for the KSA assessments. 

 

Another check for unidimensionality can be made at the item level. The content 

measured by each item on the test should have a strong relationship with the 

content measured by the other items. An item-total correlation (also called point-

biserial correlation for multiple-choice items) is the correlation between an item and 

the total test score. Conceptually, a high item-total correlation (i.e., 0.30 or above) 

for an item indicates that students who performed well on the test got the item right 

and students who performed poorly on the test got the item wrong. In other words, 

the item discriminated well between high- and low-proficiency students. Assuming 

the total test score represents the extent to which a student possesses the construct 

being measured by the test, high item-total correlations indicate the items on the 

test require possession of this construct to be answered correctly. Appendix D of the 

Yearbook presents the item-total correlations. 

9.2.2. Generalization 

Two major requirements for validity allow generalization from observed scaled scores 

to universe scores. First, the items administered on the test must be representative 

of the universe of possible items. Evidence regarding this requirement comes from 

content validity that is documented through evidence that the test measures the 

state standards and benchmarks to the extent possible. Second, random 

measurement error on the test is controlled. Evidence that measurement error is 

controlled comes largely from reliability and other psychometric measures. Evidence 

is also presented concerning the use of the KSA assessments for different student 

populations. 
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9.2.2.1. Evidence of Content Validity 

The KSA assessments are based on content standards and benchmarks along with 

extensive content limits that help define what is to be assessed. Committees of 

educators collaborate with item development experts, assessment experts, and KDE 

staff to review newly developed and field tested items so that tests adequately 

sample the relevant domain of material the test purports to cover. These review 

committees participate in this process to further advance test content validity for 

each test. 

 

A sequential review process for committees is used by KDE as outlined in Chapter 2: 

Test Development. In addition to providing information on the difficulty, 

appropriateness, and fairness of items and performance tasks, committee members 

provide a check on the alignment between the items and the benchmarks measured. 

When items are judged to be relevant (i.e., representative of the content defined by 

the standards), this provides evidence to support the validity of inferences made 

regarding knowledge of this content from the results. When items are judged to be 

inappropriate for any reason, the committee can either suggest revisions (e.g., 

reclassification, rewording) or elect to eliminate the item from the item pool. In 

essence, these committees review and verify the alignment of the test items with the 

objectives and measurement specifications so that the items measure the expected 

content. The nature and specificity of these review procedures provide strong 

evidence for the content validity of the test. 

 

As discussed in Chapter 2, Pearson works with trained item writers to write items 

specifically to measure the objectives and specifications of the content standards for 

the tests. Many different people with different backgrounds write the items, 

preventing bias that might occur if items were written by a single author. The input 

and review by these assessment professionals provide further support of the item 

being an accurate measure of the intended objective.  

 

9.2.2.2. Evidence of Control of Measurement Error 

Reliability and the SEM are discussed in Chapter 8: Reliability. Appendix G of the 

Yearbook has tables reporting the conditional SEM for each scaled score point, and 

Appendix K of the Yearbook provides the reliability estimates. Further evidence is 

supplied to demonstrate that the IRT model fits the data well. Item-fit statistics and 

tests of unidimensionality also apply here, as they did in the section describing 

evidence argument for scoring. Appendices O and P of the Yearbook provide the 

results of these analyses. 

 

9.2.2.3. Validity Evidence for Different Student Populations 

It can be argued from a content perspective that the KSA assessments are not more 

or less valid for use with one subpopulation of students relative to another. The 

assessments measure the statewide content standards that are required to be taught 

to all students. In other words, the tests have the same content validity for all 

students because what is measured is taught to all students, and all tests are given 

under standardized conditions to all students. Every effort is made to eliminate items 

that may have ethnic or cultural biases. As described in Chapter 2, item writers are 

trained on how to avoid economic, regional, cultural, and ethnic biases when writing 

items. After items are written and passage selections are made, committees of 

Kentucky educators are convened by KDE to examine items for potential subgroup 

bias. Items are further reviewed for potential bias by Pearson and KDE after field test 

data are collected. 
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9.2.3. Extrapolation 

Validity for extrapolation requires evidence that the universe score is applicable to 

the larger domain of interest. Although it is usually impractical or impossible to 

design an assessment measuring every concept or skill in the domain, it is desirable 

for the test to be robust enough to allow some degree of extrapolation from the 

measured construct. The validity argument for extrapolation can use either analytical 

evidence or empirical evidence. The argument for KSA uses analytical evidence. 

 

The standards create a common foundation to be learned by all students and define 

the domain of interest. As documented in this manual, the KSA assessments are 

designed to measure as much of the domain defined by the standards as possible. 

Although a few benchmarks from the standards can only be assessed by the 

classroom teacher, most benchmarks are assessed by the test. Thus, it can be 

inferred that only a small degree of extrapolation is necessary to use test results to 

make inferences about the domain defined by the standards. 

 

The use of different item types also increases the validity of the KSA assessments. 

The combination of multiple-choice, short answer, and extended-response items 

results in assessments measuring the domain of interest more fully than if only one 

type of response format was used. 

9.2.4. Implication 

Inferences are made at different levels based on the KSA assessments. Individual 

student scores are reported, as well as aggregate scores for schools and districts. 

Inferences at some levels may be more valid than those at others. For example, the 

KSA assessments report individual student scores, but some students may feel that 

few ramifications of the test directly affect them; such students may fail to put forth 

their full effort. Although this manual documents evidence showing that the KSA 

assessments are valid measures of student achievement on the standards, individual 

and school-level scores are not valid if students do not take the test seriously. 

 

One index of student effort is the percentage of blank or off-topic responses to 

constructed-response items and written compositions. Because constructed-response 

items require more time and cognitive energy, low levels of non-response on these 

items provide evidence of students giving their full effort. Appendices L and M of the 

Yearbook includes non-response rates for the short answer and extended-response 

items. 

 

One of the most important inferences to be made concerns the student’s proficiency 

level, especially for accountability tests like the KSA assessments. Even if the total 

correct score can be validated as an appropriate measure of the standards, it is still 

necessary that the scaling and performance level designation procedures be 

validated. Because scaling and standard setting are both critical processes for the 

success of the Kentucky assessments, separate chapters are devoted to them in this 

manual. Chapter 5 discusses the details of setting and validating performance 

standards, and Chapter 7 discusses scaling. These chapters serve as documentation 

of the validity argument for these processes. 

 

At the aggregate level (school, district, or state), the implication validity of school 

accountability assessments like the KSA assessments can be judged by the impact 

the testing program has on the overall proficiency of students. Validity evidence for 

this level of inference will result from examining changes over time in the percentage 
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of students classified as proficient. There exists a potential for negative impacts on 

schools as well, such as increased dropout rates and narrowing of the curriculum. 

Future validity studies need to investigate possible unintended negative effects as 

well.  

9.3. Summary of Validity Evidence 

Validity evidence is described in this chapter as well as other chapters of this 

technical manual. In general, validity arguments based on rationale and logic are 

strongly supported for the KSA assessments. The empirical validity evidence for the 

scoring and the generalizability validity arguments for KSA is also quite strong. 

Reliability indices, model fit, and dimensionality studies provide consistent results, 

indicating that the KSA assessment is properly scored, and scores can be generalized 

to the universe score. 
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10. Performance Scoring 

Some items on the KSA assessments require students to construct their own 

response. For example, students may be required to provide a short, written 

response to demonstrate the application of a mathematical formula or a scientific 

concept. The KSA tests include short answer and extended-response items, in 

addition to multiple-choice items, to tap higher-order thinking skills. Short answer 

items are designed such that students can respond in a few words to a small number 

of sentences, whereas extended-response items are designed so that students may 

respond completely in no more than one page. For On-Demand Writing, students are 

required to write an essay based on a given prompt. Except for accommodations, all 

constructed-response items are delivered online and scored against a rubric by 

human scorers who are trained with material specific to the items tested. For 

example, an extended-response item on photosynthesis will have score requirements 

detailing the required knowledge of photosynthesis to achieve each possible score 

point.  

 

Pearson’s Performance Scoring Center (PSC) hires and trains scorers for the 

constructed-response items. Scorers review student responses and provide scores 

based on the requirements of the rubrics applied. The process of scoring 

constructed-response items is a coordinated effort that involves PSC, KDE, and hired 

external staff. PSC and KDE work together before, during, and after scoring the 

constructed-response items to fulfill standards of quality in scoring. This chapter 

provides a discussion of the process, including preparation of training materials. 

10.1. Rubric Creation 

The On-Demand Writing tasks were scored analytically with trait scoring. Grade 5 

used Clarity and Coherence, Support, Sourcing, Organization, and 

Language/Conventions. Grades 8 and 11 used Clarity and Coherence, Counterclaims, 

Support, Sourcing, Organization, and Language/Conventions. The scoring rubric was 

created with input from multiple groups within Pearson and KDE. The rubric was 

used for the first time to score the field test responses from the stand-alone field test 

administered in fall 2020 (see Chapter 6: Item Analyses). 

10.2. Rangefinding 

Rangefinding is a process by which samples of students’ responses from a previous 

test administration are selected to be used as scorer training material. In practice, 

the student responses are selected from the field test (i.e., the first time items are 

administered to students in a testing environment). Pearson scoring directors 

construct the training sets by selecting student responses to each constructed item 

that represent the range of student performance.  

 

During this process, the scoring directors use the scoring rubric and any other item 

ancillary material as guides to determine the level of performance exhibited in each 

response. Proposed anchor and practice sets are reviewed by educators and 

responses approved by the rangefinding committee are used in scorer training. After 

rangefinding, additional practice and qualifying sets are built using the same scoring 

rationale agreed upon during the rangefinding meeting. The anchor set consists of 

multiple responses per possible score point and is arranged from low to high. The 

practice and qualification sets consist of a set number of randomly arranged 

responses. 
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10.3. Scoring Process 

10.3.1. Recruitment 

Recruiting scorers is the responsibility of Pearson, who keeps a database of 

individuals with scoring experience. The recruiting of scorers is done by the Pearson 

People Department, distributed scoring division. The number of scorers recruited for 

any project is based on the amount of time allocated for the scoring activity and the 

volume of scores to be assigned. Pearson recruits slightly more scorers than the 

projected need to accommodate for some attrition. 

10.3.2. Training 

Highly qualified scorers are essential to scoring students’ responses to constructed-

response items and writing prompts. Thus, the careful selection of professional 

scorers is critical in scoring the KSA assessments. Pearson actively seeks candidate 

scorers from all ethnic backgrounds to maximize the diversity of the scorer pool. 

Included in this pool is a core group of veteran scorers whose insight, flexibility, and 

dedication have been demonstrated while working on a range of assessments over 

time. Scoring supervisors are chosen from the pool of scorers based on 

demonstrated expertise in all facets of the scoring process, including strong 

organizational abilities and training skills. Supervisors are adept at helping scorers 

understand the scoring requirements of KDE. 

 

Upon being hired, scorers sign a confidentiality agreement in which they pledge to 

keep all information and student responses confidential. Scorers and scoring 

supervisors are trained to thoroughly learn the rubric and score responses according 

to the scoring guides developed for KSA. At the beginning of the Kentucky scoring 

project, all scoring supervisors and scorers assigned to the project complete training 

specific to the KSA assessment. Thorough training is vital to the successful 

completion of any scoring assignment. Subject-specific leaders follow a series of 

prescribed steps so that training is consistent and of the highest quality. PSC staff 

develops its training materials to facilitate learning through visual, auditory, and 

kinesthetic channels. 

 

Scoring supervisor training occurs first as supervisors assist in the training of 

scorers. A primary goal of this session is that scoring supervisors clearly understand 

the scoring protocols and the training materials so that all responses are scored in a 

manner consistent with the scores assigned to the anchor papers and according to 

the intentions of KDE. Scoring supervisors read and discuss the assessment items 

along with the rubrics used to score them. They are asked to carefully read and 

annotate all training materials so they can readily assist in scorer training and 

respond to scorers’ questions during training and scoring. 

 

Online training of scorers takes place after supervisors have been trained. The online 

training agenda includes an introduction to the Kentucky assessment program. It is 

important for scorers to understand the history and goals of the assessments and the 

context within which students’ responses are evaluated. This gives them a better 

understanding of what types of responses can be expected. The scorers receive a 

description of the scoring criteria applied to the responses. Next, the trainers present 

the first item to be scored and the scoring rubric itself. 

 

The primary goal of training is to convey to the scorers the decisions made during 

training, to show what type(s) of responses correspond to each score point, and to 

help scorers internalize the scoring protocol so they may effectively apply those 
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decisions. Scorers are better able to comprehend the scoring guidelines in context, 

so the rubric is presented in conjunction with the anchor papers. Anchor papers are 

the primary points of reference for scorers as they internalize the scoring rubric. 

There are three to four anchor papers for each score point value per item. The online 

training system directs scorers’ attention to the score point description from the 

scoring guide, as well as the illustrative anchor papers, thereby enabling scorers to 

immediately connect the language of the scoring rubric with actual student 

performance. 

 

After presentation of the anchor papers and annotations, each scorer is shown 

practice sets. Practice papers represent each score point and are used during training 

to help scorers become familiar with applying the scoring rubric. Some papers clearly 

represent the score point, while others are selected because they represent 

borderline responses. Use of these practice sets provides guidance to scorers in 

defining the line between score points. The final task of the training process is to 

review the qualification sets. Scorers must score the responses in the qualification 

set to successfully demonstrate their readiness for live scoring, or they are dismissed 

from the project. 

10.3.3. Quality Control 

As part of quality control, items are double-scored for score consistency analyses. All 

On-Demand Writing responses are double-scored, whereas 20% of responses to the 

constructed-response items (i.e., short answer and extended-response items) are 

double-scored for the other subject areas.  

 

Validity scoring is also conducted throughout scoring. Validity responses are usually 

solid score point responses considered as exemplar responses. They are routed 

throughout the scoring queue of student responses such that they are scored by 

scorers in random fashion. Scorer agreement with validity responses is closely 

monitored via real-time reports, and disagreement with a predetermined number of 

validity responses can result in dismissal from the project. 

 

A variety of reports are produced throughout the scoring process to allow scoring 

supervisory staff to monitor the progress of the project, the reliability of scores 

assigned, and individual scorers’ work: 

• Daily and Cumulative Inter-Rater Reliability Reports by Item and Scorer. 

These reports provide information about how many times scorers are in exact 

agreement, assign adjacent scores or require resolutions. The reliability is 

computed and is monitored daily and cumulatively for the project. 

• Daily and Cumulative Frequency Distributions. These reports show how many 

times each score point is assigned to each item. The frequency distributions 

are produced both daily and cumulatively for the entire scoring project. This 

report allows scoring supervisors and subject leaders to see whether scorers 

tend to score consistently high or low. 

 

With the help of the individual scorer reliability and validity reports, the scoring lead 

staff can closely monitor each scorer’s performance. To document retraining efforts 

for scorers with low reliabilities, PSC maintains a Scorer Intervention Log. Entries on 

this form describe the feedback given to a scorer regarding their problematic scoring 

and enumerate the interventions taken. Scorers are dismissed if they have been 

counseled, retrained, and given every reasonable opportunity to improve and are still 

performing below the acceptable standard.  
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Appendix L of the Yearbook contains summaries of the inter-rater agreement rates 

and score point distribution for the constructed-response items (short answer, 

extended-response, and writing prompts). Appendix M of the Yearbook contains a 

summary of total scores and inter-rater agreement rates for Writing by grade. 

10.4. Security 

Scorers assigned to the Kentucky assessment program must sign a nondisclosure 

agreement before they can see any KSA test materials. All materials provided to 

scorers are also secured via security guidelines and infrastructure by Pearson. 

Finally, all operational scoring is conducted by using Pearson’s image-based scoring 

system, a computer-based application that operates over a secure network. Each 

scorer must log in with a unique ID and password. Only scorers for the KSA project 

have access to the project materials. The image for scoring presented to scorers 

does not contain any identifying information about the student or the student’s 

school or district. 
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11. Quality Control Procedures 

Large-scale assessment programs involve constant activity from test development to 

score reporting. Several individuals and procedures are involved to maintain the 

workflow from one output to the next. It is crucial that each process consists of a 

quality control system that allows for system outputs to be checked and verified for 

accuracy before the next phase of the assessment cycle is implemented. Given the 

number of systems and processes put in place for an assessment cycle, the quality 

control systems must be constantly monitored and adjusted when the need occurs. 

Systems of quality control help safeguard KSA from situations that could affect the 

reputations of both Pearson and KDE. This chapter highlights how quality control 

measures are implemented throughout the assessment program.  

11.1. Test Construction 

Guidelines of test development are outlined in Chapter 2: Test Development, from 

item development to form construction. These guidelines help test developers, 

including content support and psychometrics, to build test forms that are defensible 

in terms of content representation and statistical measurement. The selection and 

placement of items are vetted through several reviews within Pearson and KDE. The 

development of forms is an iterative process of item selections as test developers 

strive to assemble the best selection of content (items) to judge student 

achievement and maintain statistical quality appropriate for the assessment. 

11.2. Performance Scoring 

Quality control measures are implemented throughout all phases of the performance 

scoring process, starting with the scorer recruiting and screening process designed to 

locate and employ the most highly qualified individuals available. At the beginning of 

each scoring project, scorers receive thorough training on the specific items and 

rubrics they will score, regardless of their previous scoring experience. Training is 

provided by individuals who, after fulfilling rigorous internal guidelines for knowledge 

and presentation skills, are considered qualified trainers. During scoring, scorers are 

constantly monitored for scoring accuracy and consistency. More details on the 

performance scoring process and quality control are presented in Chapter 10: 

Performance Scoring. 

11.3. Equating 

Test form equating is the process by which test forms are made equitable for within-

year or across-year comparisons. Quality control for the psychometric analyses 

begins with the receipt of student data and continues through the review of the 

results: 

• Student data are inspected for completeness and accuracy according to data 

layout specifications. Omissions and other data issues are investigated before 

subsequent analyses. 

• Item scoring is inspected through statistical key checks that capture and 

compare the distribution of student responses, within each item, to 

predetermined criteria (e.g., minimum acceptable p-value and item-total 

correlation). Any item with statistical values below the minimum acceptable 

value is reviewed to verify that it was scored correctly. If an item is found to 

have been scored incorrectly, the item is rescored and a new student data file 

is produced. 
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• IRT analyses, including item calibrations and scaling, are performed by 

Pearson staff and one external third-party consultant. The results from these 

replications are compared for consistency, and any unexpected differences 

are resolved. Conference calls are also held daily during the psychometric 

analyses.  

• A summary of the psychometric analyses is provided to KDE for review.  

11.4. Scoring and Reporting 

Before reporting, script and conversion programs with mock data are run to check 

that accurate reports are being produced. A random sample of reports are also 

selected during processing and checked against raw data to verify the accuracy of 

the actual reports. Test files are used to produce reports for the software quality 

assurance team to review. These mockups are sent to KDE for approval of the format 

and layout of the report. Once these mockups are approved, the data are checked 

again using production data. Data files are provided to KDE prior to the release of 

the score reports, which are used by KDE to confirm that the reported data are 

correct and prepare performance reports for release within the state. 

 

For shipping, score reports are assembled by Pearson’s pre-mailing staff. Strict 

quality control is observed during pre-mailing so that all score report shipments are 

complete. Once all score reports are assembled and quality checked, they are 

distributed using quality shipping procedures agreed to by KDE. 
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12. Glossary of Terms 

Classical test theory: a measurement theory that prescribes a relationship 

between true score and score error in defining an observed score. 

 

Classification accuracy: the extent to which achievement classifications from test 

scores match classifications if test scores contained no error of measurement. 

 

Classification consistency: the extent to which achievement classifications from 

test scores match classifications from test scores of a parallel form of the same test. 

 

Constructed-response item: a test item that requires a form of written response 

by the examinee. 

 

Criterion-referenced test: a test that measures achievement according to defined 

criteria of mastery. 

 

Cut point: a numerical value differentiating two categories of performance 

classification. 

 

Differential item functioning (DIF): the difference in performance on an item 

between subgroups of students, after controlling for differences in group 

achievement or score level. 

 

Equating: the statistical process of adjusted test scores across test forms so that 

scores on equivalent test forms can be used interchangeably. 

 

Field test items: items used on a test for gathering performance data while not 

contributing to examinees’ test scores. 

 

Item response theory (IRT): the measurement theory that prescribes 

relationships of item difficulty and examinee proficiency for indices of test 

performance. 

 

Item-test correlation: the correlation between item score and total test score. 

 

Multiple-choice item: a test item that requires selection of response from a group 

of options. 

 

Performance level: a categorization of achievement from test performance. 

 

Performance level descriptor (PLD): a description of the performance level, 

outlining the knowledge and skills typical for a performance level. 

 

p-value: the proportion of correct responses to an item (for multiple-choice items). 

 

Quartile: a group of observations representing a fourth of the total group. 

 

Rangefinding: the process by which constructed responses from a previous test 

administration are selected to be used as scorer training material. 

 

Rasch model: a measurement model that factors proficiency and item difficulty in 

determining probability of item success. 
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Raw score: the sum of points for a test or subdomain. 

 

Regression to the mean: the statistical phenomenon describing the tendency of 

repeated data points to move closer to the average value. 

 

Reliability: the consistency of results obtained from a measurement. 

 

Scaled score: a score derived from a transformation of a raw score. 

 

Scaling: transforming scores into meaningful and comparable units. 

 

Standard error of measurement (SEM): a statistic in classical test theory that 

expresses the interval of a student’s true score. 

 

Standard setting: the process of setting cut points that delineate levels of 

achievement. 

 

Subdomain: a set of knowledge and skills within a larger content space. 

 

Test blueprint: a detailed prescription of content coverage by test form, provides 

the number of test items by content and subdomain levels. 

 

Test design: a general summary of test form layout. 

 

True score: a student’s expected score resulting from multiple replications of 

measurement. 

 

Universal design: the idea of making assessment content accessible to the widest 

possible group of examinees. 

 

Validity: a framework for assessing the appropriateness and plausibility of intended 

test score use and interpretations. 

 

Vertical scale: a metric of scores across grades from which achievement growth 

can be inferred. 
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On-Demand Writing 

 



Appendix A. Passage Specifications 

2022–2023 KSA Technical Manual Page 71 

 
 



Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 72 

Appendix B. Mathematics Item Writer Training 

 
 

 
 

 













 



















Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 73 

 
 

 
 

 
 

 

























 















 






























































































Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 74 

 
 

 
 

 
 

 







 



















 














 

 






 
















Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 75 

 
 

 
 

 
 

 




 

 


















 










 
 


 































 

















Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 76 

 
 

 
 

 
 

 







 





























 



 

 


















 




 

 





Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 77 

 
 

 
 

 
 

 





















 























 













Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 78 

 
 

 
 

 
 

 









 












   

 

 

 





 



 



















Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 79 

 
 

 
 

 
 

 











 









 










Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 80 

 
 

 
 

 
 

 



 

 







 











 













 








Appendix B. Mathematics Item Writer Training 

2022–2023 KSA Technical Manual Page 81 

 
 



Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 82 

Appendix C. Social Studies Item Writing 

Training 

 
 

 
 

 







 









 










Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 83 

 
 

 
 

 
 

 

 



 
  

 

 







 




Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 84 

 
 

 
 

 
 

 












 





 













 







 











Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 85 

 
 

 
 

 
 

 



































 





























 





 



Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 86 

 
 

 
 

 
 

 











 

  



























 






























 










 


















  







Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 87 

 
 

 
 

 
 

 













 







 











Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 88 

 
 

 
 

 
 

 




































 





















 





 

















 




 









Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 89 

 
 

 
 

 
 

 




















 

 



 




  



















 



 




























 





Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 90 

 
 

 
 

 
 

 









 


















 







 


















 
















 





























 







Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 91 

 
 

 
 

 
 

 




















 










 

























  







































 




Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 92 

 
 

 
 

 
 

 





 





















 



 









 































  









 





 





 



































Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 93 

 
 

 
 

 
 

 













 









































 





























 

















 

 









 



























 





 

 



Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 94 

 
 

 
 

 
 

 















 





















 











 



Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 95 

 
 

 
 

 
 

 




 

 



  





























 
























 











 




















Appendix C. Social Studies Item Writing Training 

2022–2023 KSA Technical Manual Page 96 

 
 

 
 

 
 

 

























 

 







Appendix D. Item Development Review Criteria Checklist 

2022–2023 KSA Technical Manual Page 97 

Appendix D. Item Development Review Criteria 

Checklist 

Item Review Criteria Checklist 

             … 

◻ Align to the standards and item test specifications 

◻ Have one and only one clearly correct answer 

◻ Have a stem that gives the student a full sense of what the item is asking 

◻ Use incorrect response options that are plausible, reasonable misconceptions and errors 

◻ Use response options that relate to the stem in the same way 

◻ Avoid having one response option that is markedly different from the others 

◻ Avoid clues to students, such as absolutes or words repeated in both the stem and options 

◻ Measure the specified portion of the curriculum and/or test specifications 

◻ Conform to KY item style specifications 

◻ Test worthwhile concepts or information 

◻ Reflect good and current teaching practices 

◻ Avoid wordiness 

◻ Reflect content in a manner that is free from bias against any person or group 

◻ Allow for equal access among all populations of interest 

                                     … 

◻ Contain a clear definition of each score level 

◻ Lend itself to clear differentiation between score levels 

                                                            … 

◻ Required to answer the item 

◻ Likely to be interesting to students 

◻ Clearly and correctly labeled 

◻ Providing sufficient additional information to answer the item 

◻ Appropriate for the grade level and student population 

◻ At the appropriate reading level 

◻ Presenting grade-appropriate graphics and information load 

 



Appendix E. Item and Passage Writer Source Requirements 

2022–2023 KSA Technical Manual Page 98 

Appendix E. Item and Passage Writer Source 

Requirements 

 



Appendix E. Item and Passage Writer Source Requirements 

2022–2023 KSA Technical Manual Page 99 



Appendix E. Item and Passage Writer Source Requirements 

2022–2023 KSA Technical Manual Page 100 



Appendix E. Item and Passage Writer Source Requirements 

2022–2023 KSA Technical Manual Page 101 

 
 



Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 102 

Appendix F. Reading Item Content Review 

Training 

 
 

 
 

 


















Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 103 

 
 

 
 

 
 

 







 

 

       

     

     



 


















Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 104 

 
 

 
 

 
 

 

 
























Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 105 

 
 

 
 

 
 

 




















































 






































 













Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 106 

 
 

 
 

 
 

 
















 


















 













Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 107 

 
 

 
 

 
 

 






 






 






Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 108 

 
 

 
 

 
 

 

 




 




Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 109 

 
 

 
 

 
 

 



 



 















Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 110 

 
 

 
 

 
 

 








 

 



 


 







 









 











Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 111 

 
 

 
 

 
 

 



 
 










 




















 







 







Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 112 

 
 

 
 

 
 

 





















 















 


 




 












Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 113 

 
 

 
 

 
 

 






 




 












Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 114 

 
 

 
 

 
 

 





 






 








 











Appendix F. Reading Item Content Review Training 

2022–2023 KSA Technical Manual Page 115 

 
 

 
 

 









Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 116 

Appendix G. Mathematics Item Content Review 

Training 

 
 

 
 

 








 










 



 







Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 117 

 
 

 
 

 
 

 
















 









 





   

    

    

   

    

 





Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 118 

 
 

 
 

 
 

 



 





 

 














 





 





 





 

























 



 









Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 119 

 
 

 
 

 
 

 

 





























































































































 












   









   






  






































Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 120 

 
 

 
 

 
 

 





















 













 









 





Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 121 

 
 

 
 

 
 

 

 


 
















































Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 122 

 
 

 
 

 
 

 






























 



 



















 





























Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 123 

 
 

 
 

 
 

 





























 



  









































 








 

  





 











 











Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 124 

 
 

 
 

 
 

 















 







 































Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 125 

 
 

 
 

 
 

 










  

 
 

 



 


































 







































Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 126 

 
 

 
 

 
 

 

 
 

 
 



Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 127 

 
 

 
 

 
 

 
 

 
 

 
 



Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 128 

 
 

 
 

 
 

 
 

 
 

 
 



Appendix G. Mathematics Item Content Review Training 

2022–2023 KSA Technical Manual Page 129 

 
 

 
 

 
 

 





 







    

    

    

   

   













 



Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 130 

Appendix H. Social Studies Item Content 

Review Training 

 
 

 
 

 










 

















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 131 

 
 

 
 

 
 

 




 

















 




















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 132 

 
 

 
 

 
 

 





 













 




















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 133 

 
 

 
 

 
 

 






 










 




 



















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 134 

 
 

 
 

 
 

 











 






















 



  

  

  

  

  








Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 135 

 
 

 
 

 
 

 





 






















 



























 















 





Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 136 

 
 

 
 

 
 

 



































 













































 


















 

















 




















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 137 

 
 

 
 

 
 

 

 





















 






















 





Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 138 

 
 

 
 

 
 

 

























 



 

 

  



 










Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 139 

 
 

 
 

 
 

 










 









 










Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 140 

 
 

 
 

 
 

 













 












 

 











Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 141 

 
 

 
 

 
 

 






 












 



  






  









    




  









Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 142 

 
 

 
 

 
 

 



 












 

















Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 143 

 
 

 
 

 
 

 











 












 









Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 144 

 
 

 
 

 
 

 



 

















 













Appendix H. Social Studies Item Content Review Training 

2022–2023 KSA Technical Manual Page 145 

 
 

 



Appendix J. Item Content Review Checklist 

2022–2023 KSA Technical Manual Page 146 

Appendix I. Item Content Review Checklist 

Check to ensure that the content of each item: 
 

 Is targeted to assess only one standard (unless specifications indicate 

otherwise). 

 Deals with material that is important in testing the targeted standard. 

 Uses grade-appropriate content. 



 Uses appropriate thinking skills (application, analysis, conclusion

 Is presented at a reading level suitable for the grade level being tested. 

s, 

extending). 

 Has a stem that facilitates answering the question or completing the 

statement without looking at the answer choices. 

 Has a stem that does not present clues to the correct answer choice. 

 Has answer choices that are plausible and attractive to the student who has 

not mastered the objective or skill. 

 Has mutually exclusive distractors. 

 Has one and only one correct answer choice. 

 Is conceptually, grammatically, and syntactically consistent between the 

stem and answer choices, and among the answer choices. 

 Functions and scores correctly. 
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Appendix L. Item and Passage Bias Review 

Checklist 

Look for items and passages that 

 

• reflect favoritism toward a gender or ethnic group; 

• are potentially offensive, inappropriate, or negative toward any group; 

• discriminate in any way against individuals with disabilities; 

• have reference to religion that shows favoritism or promotion; 

• contain any controversial or emotionally charged subject matter; 

• have underlying assumptions not shared across ethnic, racial, and gender 

groups, socioeconomic levels, and geographic areas; 

• contain language and/or dialect that is not commonly used across the state or 

has different connotations in various parts of the state; 

• have an inappropriate tone; 

• use low frequency and/or ambiguous vocabulary; and 

• are disadvantageous to English learners. 
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Appendix N. On-Demand Writing Content 

Review Checklist 

1. Is the topic or subject matter grade appropriate? 

2. Does the writing situation for a stand alone prompt provide the necessary 

background the student needs to complete the writing task? 

3. Do the writing directions identify the purpose of the writing task, the format 

and type of response, and the audience to or for whom it is being written? 

4. With the passage-based prompts, is the passage or the paired passage set 

complete enough for the writing task required? 

5. Does the prompt guide the student to an appropriate and original response? 

6. Is the prompt accessible to all students? 

7. Does the prompt deter any possible inappropriate paths for student response 

that might cause an alert when scored? 

8. Is the prompt high-interest and does it motivate students to want to write? 

9. Is the prompt free of bias or sensitivity issues? 

10. Is the passage or situation written in a clear and direct manner? 
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Appendix O. On-Demand Writing Bias Review 

Checklist 

Look for passages/prompts that: 

 

• reflect favoritism toward a gender or ethnic group 

• are potentially offensive, inappropriate, or negative toward any group 

• discriminate in any way against individuals with disabilities 

• have reference to religion that shows favoritism or promotion 

• contain any controversial or emotionally charged subject matter 

• have underlying assumptions not shared across ethnic, racial, and gender 

groups, socioeconomic levels, and geographic areas 

• contain language and/or dialect that is not commonly used across the state or 

has different connotations in various parts of the state 

• have an inappropriate tone 
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